Chapter

- Analysis

FIELD PROPERTIES

The real number system is of all a set {a, b, c, ...} on which the operations of addition and

multiplication are defined so that every pair of real numbers has a unique sum and product, both
real numbers, with the following properties.

(i) Commutative laws: @ +b =5 +a and ab=ba .

(i1) Associative laws: (a + b) + c=a + (b + ¢) and (ab)c = a (bc) .

(iii) Distributive law: a (b + ¢) =ab + ac .

(iv) There are distinct real numbers 0 and 1, a + 0 =a and al = a for all a.

(v) For each a there is a real number —a 3> a + (—a) = 0, and if a #0, there is a real number 1/a >
a(l/a)=1.

HE ORDER RELATION

The real number system is ordered by the relation <, which has the following properties.

(1) For each pair of real numbers a and b, exactly one of the following is true: a=b ora< bor b<a.
(1) Transitive: fa <band b <c, thena <c.

(iii) If a < b, then a+ ¢ <b + ¢ for any c and if 0 < ¢, then ac < bc.

% The Triangle Inequality: If @ and b are any two real numbers, then |a + b| <|a| +| b]|.

% 1If a and b are any two real numbers, then |a —b|>||a|—|b||and |a + b|>||a|—]| b]|.

SUPREMUM OF A SET

A set K of real numbers is bounded above if there is a real number b 5x < bwhenever x € K. In this
case b is an upper bound of K.

If B is an upper bound of K, but no number less than 3 then {3 is a supremum of K, § =sup K.

% The Archimedean Property: Ifa and b are positive number, then na > bfor some integer n.
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T.2 Analysis

INFIMUM OF A SET

A set K of real numbers is bounded below if there is a real number a 3x > a whenever x eX. In this
case a is a lower bound of K.

Ifa is a lower bound of K, but no number greater than o, then a is an infimum of K, o= inf K.

% A set K is said to be bounded if it is bounded above as well as bounded below.

OPEN SET AND CLOSED SET

If x, is a real number and € >0, then the open interval (x, —¢, xy +¢€) is an e-neighborhood of
xo. If a set K contains an g-neighborhood of x, then K is a neighborhood of x(, and x, is an
interior point of K.

The set of interior points of K is the interior of K, denoted by KO 1f every point of K is an
interior point, then K is open.

L A set K is closed if K€ is open.

DELETED NEIGHBORHOOD

A deleted neighborhood of a point x|, is a set that contains every point of some neighborhood of x,,
except for x itself.

% The union of open sets is open

% The intersection of closed sets is closed

LIMIT POINT, BOUNDARY POINT, [ISOLATED POINT

Let K be a subset of R. Then

(1) xq is a limit point of K if every deleted neighborhood of x, contains a point of K.

(ii) x is a boundary point of X if every neighborhood of x, contains at least one point in X and one
not in K. The set of boundary points of K is the boundary of K, denoted by K. The closure of K is
denoted by K, K =K WK

(iii) x is an isolated point of K, if x, € K and there is a neighborhood of x, that contains no other
point of K.

(iv) x is an exterior to K, ifx is in the interior of K€ . The collection of such points is the exterior of K.

L A setis closed iff it contains all its limit points.

DENSE AND PERFECT SETS

% A subset K of R is said to be dense in R if every point of R is a limit point of K.

L AsetK issaid to be dense in itself if every point of K is a limit point of K.
& A subset K of R is said to be a perfect set if it is closed and dense in itself.

OPEN COVERINGS

A collection A of open sets is an open covering of a set K if every point in K is contained in a set 4
belonging to A, (i.e), if K c U {4|A4 €A}
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Analysis T.3

% Heine-Borel Theorem: If 4 is an open covering of a closed and bounded subset K of the real
line, then K has an open covering 4 consisting of finitely many open sets belonging to 4.

% Bolzano—Weierstrass Theorem: Every bounded infinite set of real numbers has at least one
limit point.

COUNTABLE AND UNCOUNTABLE SETS

An infinite set K is said to be countably infinite or denumerable or enumerable if it is equivalent to
the set NV of Natural numbers. Otherwise it is uncountable.

% Countable union of countable set is countable.
% Every subset of a countable set is countable.

% The set of all rational numbers is countable.

/' (x) approaches the limit / as x approaches x, and write lim f(x)=/
X —> X0

& If lim f(x)exists, then it is unique.(i.e) if lim f(x)=/ and lim f(x)=1/,then/ =1,.

X —> X0 X —> X0 X —> X0

% If lim f(x)=/ and lim g(x)=1/, then
X —> X

X —> X0

lim (f +&) () =h +1,
X —> X0
lim (f -g)(x)=4 -1
X —> X0

lim (fg) (x)=4h
x—)xo l
% andifl, #0 lim [fj(x)=].

X —> X0 g
CONTINUOUS

(1) A function g is continuous at x, if g is defined on an open interval (a, b) containing x, and
lim g(x) =g(xo)
X—=>X()

(ii) A function g is continuous from the left at x), if g is defined on an open interval (a, x) and
g(x,-)=g(xp)

(iii) A function g is continuous from the right at x), if g is defined on an open interval (x, b) and
gxy. ) =2(x)

PIECEWISE CONTINUOUS

A function g is piecewise continuous on [a, b] if

(1) g(x o ) exists for all x, in [a, b)
(i) g(x o ) exists for all x in (a,b]
(iii) g(x o )=g(x o ) = g(x( ) for all but finitely many points x, in (a, b).



T.4 Analysis

If (iii) fails to hold at some x in (a,b), g has a jump discontinuity at x,. Also, g has a jump
discontinuity at a if g(a+) # g(a) or at b if g(b-)= g(b)
& If f and g are continuous on a set K, then so are f+g, f—g and fg.

f/g is continuous at each x( in K 3 g(x) #0.

REMOVABLE DISCONTINUITIES

% Let g be defined on a deleted neighborhood of x, and discontinuous at x, . A function g hasa

removable discontinuity at x, if lim g(x) exists.

X—>X(
UNIFORM CONTINUITY

A function g is uniformly continuous on a subset K of its domain if, ¥V €>0, there is ad>0>
|g(x) — g(xg)|< € whenever | x —x(|< d and x, x, €K.

& If g is continuous on a closed and bounded interval [a, b], then g is uniformly continuous on
[a, b].
If g is continuous on a set X, then g is uniformly continuous on any finite closed interval
contained in K.

If g is monotonic and non constant on [a, b], then g is continuous on [a,b] iff its range
R, = {g(x)| x €[a, b]} is the closed interval with endpoints g(a) and g(b).

¢

¢

& If gis continuous on a finite closed interval [a,b], then g is bounded on [a, b].

% Intermediate Value Theorem: Suppose that f is continuous on [a, b], f(a) # f(b), and p is
between f(a) and f(b). Then f (c) =p for some c in (a, b).

DERIVATIVE

A function f is differentiable at an interior point x, of its domain if the difference quotient

f'/(x0)= lim f(x)_f(XO)

X—>X( X —_XO

, X # X limit exists

% If f is differentiable at x, then f is continuous at x.

% If f and g are differentiable at x,, then so are f+g, f—g and fg with

D (f+8) (xg)=/f"(x0) +8"(x0)
(i) (f —g)" (xg) = /" (x9) —&" (x9)
(iii) (/)" (xo) = f " (xg) &(xg) + [ (x0) &' (xg)-
The quotient f'/g is differentiable at x, if g(x() =0, with
(iv)ifj' (xg =L C0) 80— () & (0)
g [g(x0)]

% The Chain Rule: Suppose that g is differentiable at x, and f is differentiable at g(x; ). Then
the composite function / = f 0 g, defined by A(x) = flg(x)), is differentiable at xy, with

h'(xg) = 1" (g(x0)) g" (xg)-:
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RIGHT- AND LEFT-HAND DERIVATIVES

If f is defined on [x, b) the right-hand derivative of fat x, is defined to be

i )= tim TG0

XX+ X —Xq

the limit exists,

If f is defined on (a, x( ] the left-hand derivative of f'at x, is defined to be

)= tim @ G0)

o X =Xy

DIFFERENTIABLE ON THE CLOSED INTERVAL

(1) f is differentiable on the closed interval [a,b] if f is differentiable on the open interval (a, b)
and £, (a)and f_ (b) both exist.

the limit exists.

(i1) f is continuously differentiable on[a, b]iff is differentiable on[a, b], f ' is continuous on
(a,b), f, (a)=f"(a+)and f_(b) = f ' (b-) both exist.
% Rolle’s Theorem: Suppose that fis continuous on the closed interval [a, b] and differentiable
on the open interval (a,b), and f(a)=f(b). Then f' (c)=0for some c in the open interval (a, b).
% Intermediate Value Theorem for Derivatives: Suppose that fis differentiable on [a, b],
f'(a)# f'(b), and pis between f' (a)and f' (b). Then [’ (c)=p for some c in (a, b).
% Generalized Mean Value Theorem: If fand g are continuous on the closed interval [a, b] and

differentiable on the open interval (a, b), then [g(b) — g(a)] f' (¢)=[f(b) — f(a)]lg' (c) for
some c €(a, b).

% Mean Value Theorem: Iff is continuous on the closed interval [a, b] and differentiable on the

open interval (a,b), then ' (c) = w for some ¢ € (a, b).

& If £/ (x)=0for all x in (a, b), then f is constant on (a, b).
L If /7 exists and does not change sign on (a, b), then f* is monotonic on (a, b), increasing, non

decreasing, decreasing, or non increasing as f'(x)>0, f'(x)>0, f'(x)<0, or f'(x)<0,
respectively, for all x €(a, b).

L If| /' (x)| < M, a<x< b, then| f(x)— f(xp)| < M|x—xy|,x xq €(a, b).

% L’Hospital’s Rule: Suppose that f'and g are differentiable and g’ has no zeros on (a, b). Let
lim f(x)= lim g(x)=0 or lim f(x)=2c and lim g(x)=+cw, and suppose that

x—>b— g1 x—>b— x—>b— x—>b—
lim [ = [ (finite or £o0). Then lim S =1
x—>b- g'(x) x—b- g(x)

SEQUENCE

% A function S:N —> R is known as real sequence and its denoted by {S,, }.

Khanna Publishers
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BOUNDED SEQUENCES

A sequence {S,, } is bounded above if there is a real number b 5 S, < b for all n, bounded below if
there is a real number @ 5§, > a for all n, bounded if there is a real number r>|S§,,|< r for all n.

CONVERGENCE OF A SEQUENCE

A sequence {S,}convergesto alimit/ if V &> 0 there is an integer m 3|S,, —I|<eif n>m.

{S,}is convergent if lim §, =1
n—»0
A sequence that does not converge is diverges, or is divergent.
Every convergent sequence is bounded.
The limit of a convergent sequence is unique.
Every bounded sequence has a limit point.
The set of the limit points of a bounded sequence has the greatest and the least members.

A necessary and sufficient condition for the convergence of a sequence is that it is bounded and
has a unique limit point.

& FEEEEE

A sequence {S,} is said to be a cauchy sequence if Ve>03meN 3|S
VnzmVpx1

n+p Sn |< €
% Sandwich theorem: If {a, } and {b, } are two sequences converging to same limit / then {c, } is
asequenceda, <c, < b, Vn=m,me N, then limiting value of ¢, =/
. . [a;+ay,+.+a
% Cauchy's first theorem on limits: If lim a, =/then lim (12”) =1
n—>0 n—»0 n
Ifasequence {a, } of positive terms converges to a positive limit /, then lim (al a...a, "oy
—>0
% Cesaro's theorem: If the sequences {a,, } and {b, } converge to finite limit a and b respectively,
albn + azbn71 +...+anb1

then lim =ab
n—>o0 n
- . . P’ .
% Cauchy's second theorem on limits: If {a, } is a positive term sequence if lim “ntl exists
n—o da,

then so does lim (a,)""

n—0

, and the two limits are equal.
A sequence {u,} is decreasing if u, > u,4 for all n, or increasing if u; <u, | foralln. A

monotonic sequence is a sequence that is either increasing or decreasing. If u,, > u,;, 11 for all n, then
{u,} is decreasing, while if wu,, <u, | for all n, {u,,} is increasing.

(i) If {u,,} is increasing, then lim u, =sup{u,}.
n—»0

(i1) If {u,,} is decreasing, then lim u, = inf{u,}.
n—>0
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SUBSEQUENCE OF A SEQUENCE

A sequence {x;} is a subsequence of a sequence {x,} if x; =x
increasing infinite sequence of integers in the domain of {x,, }.

n, k=0 where {x, } is an

% If lim x, =x (-0 <x < ), then lim x
k—0

=x for every subsequence {x, . of {x,}.
n—>o0

s

% If {x,} is monotonic and has a subsequence fry, t2 limx, =x {-o0<x<oo}, then
k—0

lim x, =x.
n—>0

% A pointx is a limit point of a set S iff there is a sequence {x,,} of pointsin S 5x, #x forn>1,
and lim x, =Xx.

S If {xr;_}wfs bounded, then {x,,} has a convergent subsequence.

% A necessary condition for convergence of an infinite series Z u,, converges, then lim u, =0
n—0

% Cauchy’s Convergence Criterion for Series: A series Zun converges iff for every ¢ >0

there is an integer m 3|u, | + U, o +.+u, ,|<e Vn=m and p=1

n+p
% If a series z u,, of positive monotonic decreasing terms converges then not only u,, — 0 but

also nu,, >0asn— oo,

& The positive term geometric series 1 + 7 + P converges for < 1 and diverges for » > 1.
% A positive term series ZLP is converges iff p>1
n
% The Comparison Test: If 0< u, <v, Vn>m,meN , then
1) Zun is convergent if Zvn is convergent
(ii) Z v, is divergent if Z u, is divergent
%  Suppose that uy >0 and v, > 0 for n > m, and nliinw Z—: =[where, 0 <[ <. Then ZM,Z and

ZV,, converge or diverge together.

% Cauchy’s Root Test : If u, >0for n>m,m e N such that lim (u, )l/n =1 then the series

n—»0

(1) converges if /<1, (ii) diverges if / >1, (iii) test fails if /=1

% D'Alembert's Ratio Test: Ifu, > 0forn> m,m e N such that lim (u””J =/ then the series

n—o\ U,

(1) converges if /<1, (ii) diverges if />1, (iii) test fails if /=1

% Raabe's Test: If u, >0 for n> m,m € N such that lim n( Un_ _ IJ =1/ then the series

n—0 Upi1

(i) converges if />1, (ii) diverges if / <1, (iii) test fails if /=1
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Uy

n —
n—»0

% Logarithmic Test:If u, > 0 for n> m,m € N such that lim {n log Jz [ then the series

Upi
(1) converges if />1, (ii) diverges if / <1, (iii) test fails if /=1
% The Integral Test: Let u,, = f (1), n > a, where f is positive, non increasing, and locally
integrable on [a, ©). Then z u, and I ” f(x)dx converges or diverge together.
a

%  Alternating Series Test : The series Z(—l)” u, convergesif 0<u, ,; <u,and lim u, =0.
n—»

% Absolute Convergence: A series Zun converges absolutely if Z| u, | is convergent.

% Abel’s Test: If u,, | <u, forn>N, lim u, =0and Zun is a convergent series, then the
n—> 0

series Z u, b, is also converges.
% Dirichlet’s Test: If b, is a positive, monotonic decreasing function with limit zero, and if for

the series Zun, the sequence {S, } of partial sums is bounded then the series Zunbn is
convergent.

SEQUENCE AND SERIES OF FUNCTIONS

Suppose that {f, } is a sequence of functions, defined on an interval / and the sequence of values
{f,, (x)} converges for each x in /. {f,,} converges pointwise on / to the limit function f'is defined by

f(x)= lim f,(x),x€S.

& Ifthe series an converges for every pointx €/ and f(x) = an (x), Vx €[a, b]the function
n=0

fis called the sum of the series Zf” on [a,b].

UNIFORM CONVERGENCE

A sequence {f, } is said to converge uniformly on an interval [a,b] to a function f if for any € >0
and for all x €[a, b]there is an integer N (independent of x but depend on € ) such that for all x €[a, b],

()= f(x)|<e, Vn>N.
% Uniform convergence implies pointwise convergence. Converse not true.

% Cauchy’s Uniform Convergence Criterion: A sequence of functions {f,} converges
uniformly on [a,b] iff for each € >0 there is an integer N such that ‘ s p ()= (x)‘< €
Vn>N,p>1l

% Let {f,} be a sequence of functions, such that lim f,(x)=f(x),x €[a,b] and let

n—»0
M, = Sup |f,(x)-f(x). Then f, — f uniformly on [a,b] iff M, —0as n— .
xela,b]
L  Weierstrass’s Test : The series 2 [, converges uniformly on [a,b] if there exist a convergent
/(0] < M, Vn,

& If {f,} converges uniformly to fon [a,b] and each f,, is continuous on [a,b] then so is /. (i.e., )

series Z M, of positive numbers such that for all x €[a, b],

a uniform limit of continuous functions is continuous.
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& Abel's Test: If b, (x) is a positive, monotonic decreasing function of  for each fixed value of
x in the interval [a,b] and b, (x) is bounded for all values of n and x concerned, and if the series
Z u,, (x) is uniformly convergent on [a,b], then so also is the series Z b, (x)u, (x)

% Dirichlet’s Test: If b, (x) is a positive, monotonic decreasing function of » for each fixed
value of x in [a,b] and b, (x) tends uniformly to zero for a < x < b, and if there is a number

S, ()

r=1

M>0 independent of x and 7 such that for all values of x in [a,b], < M, Vnthen the

series Z b, (x)u, (x) is uniformly convergent on [a,b]

MONOTONIC FUNCTIONS

A function /" is non decreasing on an interval / if

f(x)< f(y) wheneverxand yare in/ifx< y (D)
or non-increasing on / if
f(x)= f(y)wheneverxand yarein/and x< y .. (2)

In either case, fis monotonic on /. If < can be replaced by <in (1), /' is increasing on / . If > can be
replaced by > in (2), fis decreasing on / . In either of these two cases, f'is strictly monotonic on /.

%  Suppose that g is monotonic on (a, b) and define o, = inf , f(x) andPB= sup f(x).

a<x< a<x<b
(1) If gis non decreasing, then g(a+) =o and g(b-) =.
(i1) If g is non increasing, then g(a+) =P and g(b-) =a.
% A function f'(x) is said to be convex in [x;,x, Jif /' (Ax; + (1 =A)xy) <A (x) + (1 =21) f(x5),
0 <A <lininterval [x;,x, Jand f"(x) > 0.
% A function f (x)is said to be concave in[x;,x, Jif f(hx; + (1 =A)xy) = Af (x) + (1 =21) f(x5),
0 <A <lininterval [x;,x, Jand f"(x) < 0.

% A point x is said to be fixed point of the curve if f(x) =x.

FUNCTIONS OF BOUNDED VARIATION

% A finite set P of points, xg,x,Xs,...,x, Where a =x; <x; <x, <...<x, =b is called a

partition of the interval [a, b]

orresponding to partition P, |f (x;)— f(x;_;)|is known as length of the i"* sub interval an
% Corresponding to partition P, |1 (x;) — f (x;_; )]s k length of the i” sub interval and

n
Z‘f(xl- )— (x4 )‘ is known as the variation of the function in [a, b].

i=1

% Supremum of the sum is known as variation or total variation of f on [a,b] (i.e)
n
V(fra,b)=Sup Y |f (x;) = f(x;p)|
Pj=1

% The function fis said to be bounded variation on [a, b]iff its total variation V' (£, a, b) s finite.
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T.10 Analysis

% A bounded monotonic function is a function of bounded variation.
% The sum (difference) of two functions of bounded variation is also of bounded variation.
L

The variation function of a function f of bounded variation is continuous iff /is a continuous
function.

RIEMANN INTEGRABLE

%  Corresponding to the partition P, Upper sum and Lower sum are defined as follows;

n n
UP,f)= Z M;Ax; andL(P, f) = ZmiAx,-respectively, where M and m denotes
i=1 i=1

supremum and infimum of f{x) in i ™ sub interval.

b b
%  The upper and lower integral on [a, b] are defined as J.fdx =inf U and J.fdx =sup L.

a a
b b b
3 j Sfdx = .[ fdx = I fdx , we say that f is Riemann integrable on [a, b].
a a a

% A necessary and sufficient condition for the integrability of a bounded function f is that
lim{U (P, ) — L(P, f)} =0 when the norm of the partition P tends to 0

L Iff is bounded on [a, b], the oscillation of fon [a, b] is defined by
Wela, bl = sup [f(x)—f(x")|

<x,x'<
A bounded function f'is integrable o; [::: xb]biff Ve >03apartition P3U (P, f)—L(P, f)<e.
If f is continuous on [a, b], then f is integrable on [a, b].
If f is monotonic on [a, b], then f is integrable on [a, b].
A bounded function /" having a finite number of points of discontinuity on [«, b] is integrable on [a, b].

If f and g are integrable on [a, b], thensois f + ¢

If f is integrable on [a, b] and m is a constant, then mf'is integrable on [a, b].

If £ and g are integrable on [a, b and f(x) <g(x) fora<x<b,then [ f(x)dx < [ g(x) d.
a a

If f is integrable on [a, b], then so is| f'|.
If fand g are integrable on [a, b], then so is the product fg.

s E&E&F & FFEEEEE

Fundamental Theorem of Calculus: If f is continuous on [a, b], then f has an antiderivative
b

on [a, b]. If F' is any anti derivative of fon [a, b], then J fx)dx=F(b)—F(a).
a

IMPROPER INTEGRALS

% If fis locally integrable on [a, b), deﬁnej ’ f(x)dx= lim I ‘ £ (x)dxprovided that the limit
a c—>b-7a

exists (finite).
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b b
& Iffis locally integrable on (a, b], deﬁneJ. f(x)dx= lim J f (x) dx provided that the limit
a c—a+ ¢

exists (finite).

% Comparison Test: If #and g are locally integrable on [a, b) and 0 < £ (x) < g(x),a<x <b, then

0 b hx)d< oo if | b g(x) dr< o0 and
Gi) | b g dx =00 if | b h(x)dx = .

ABSOLUTELY INTEGRABLE

b
& g isabsolutely integrable on [a, b) if g is locally integrable on [a, b) andJ. |g(x)| dx< oo then
a

b
I g(x) dx converges absolutely, or is absolutely convergent.
a

b b
& If g is locally integrable on [a, b) and I | g(x)| dx< oo, then I g(x)dx converges, (i.e) an
a a
absolutely convergent integral is convergent.
% Dirichlet’s Test: Suppose that 4 is continuous and its antiderivative F(x) = Ix h(t)dt is
a

bounded on [a, b). Let g' be absolutely integrable on [a, b), and suppose that lim g(x)=0.
x—>b-

b
Then Ja h(x) g(x) dx converges.

LEBESGUE MEASURE

n
% If A4 < R then outer measure of 4, m* (4) = inf Z [(A4;) where each 4; are open set and union

i=1

n
of A4; contains set 4 (i.e) 4 U A;
i=1

n
% If 4 <R then inner measure of 4, mx« (A) =sule(Al~) where each A4; are closed set
i=1

n
AD U A; and 4;'s are non overlapping.

i=1
A set A C R is measurable if m* (A4) = m« (A) =m(A)
A singleton set is measurable with measure zero.

Every countable set is measurable with measure zero.

& & & F

Corresponding to the partition P, Upper and Lower Lebesgue sum are defined as follows;

U, f)= isupf(x)m(Ai) and L(P, f) = i iEff(x)m(Ai )respectively.
i=1 4; i=1 i
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T.12 Analysis

b
% The upper and lower Lebesgue integral on [a, b] are defined as L I fdx=infU (P, ) and

b
Ll fdx =sup L(P, f).

a
b b b

% LJ. fdx =Lj fdx =L _[ fdx, we say that f is Lebesgue integrable on [a, b].
' J

a a

&

Every bounded Riemann integrable function over [a, b]is Lebesgue integrable.

&

A bounded function f is integrable on a finite interval [a, b] iff the set 4 of discontinuities of f
in [a, b] is of Lebesgue measure zero.

% Bounded Convergence Theorem: Let {f,} be a sequence of functions measurable on a
measurable subset 4 c[a,b]> lim f,(x)=f(x). Then if 3 a constant M > ‘fn (x)‘ <M,Vn
n—»0

b b
and for all x, we have lim '[ fn (x)dx :j f(x)dx
n—>x0 u

a
%  Monotone Convergence Theorem: Let A be any measurable subset of [a, b] with finite

measure. Let {f,} be a sequence of measurable functions such that for x €4,
b b
0< f1(x0)< fr(x)<...< [, (x) <...if lim f, (x) = f(x), then lim j £, (x)dx =j £ (x)dx .
n—>0 n—»0
a a

% Classical Lebesgue dominated Convergence Theorem: Let {f,} be a sequence of

measurable functions on [a,b] > lim f,(x)=f(x) almost everywhere on [a,b] If F a
n—>0

Lebesgue integrable function g on [a, b] such that for each ne N,

/() < g(x) almost

b b
everywhere on [a, b]. Then fis Lebesgue integrable and lim J.f L, ()dx = _[ f(x)dx .
n—
a

a

POWER SERIES

00
% An infinite series of the form z a,(x—xy)".where, x, and ay,a,...,are

n=0
constants, is called a power series in x —x,.
. n . . 1 . Ayl |. .. .
%  The radius of convergence of » a, (x —x is given by — = lim if the limit exists
g n 0 g Yy R
n—»0 a}’l

in the extended reals.

© (n)
L Ifg(x)= Y, a,(x—x¢)",|x —xo|< R, then, a,, :gi(xo)'

n=20 n!

Khanna Publishers
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Analysis T.13

0 o0
% Uniqueness of Power Series : If » a,(x—x¢)" = > b,(x—xq)" for all x in some
n=0 n=0

interval (xq —r,xq +7),thena, =b,,n20.

FUNCTIONS OF SEVERAL VARIABLES

If x,x5,...,x, are n independent variables and Z is the only dependent variable then

Z = f(x1,x,,...,x, ) are explicit functions of » independent variables x;,x,,...,x

n

%  The set of values x;, y; other than a, b that satisfy the conditions ‘xl - a‘ <9,

y - b‘< 5, were &

is an arbitrarily small positive number, is said to form a neighbourhood of the point (a, b).
% A point (§,m) is called a limit point of condensation of a set of points S, if for every

neighbourhood of (§, 1) contains an infinite number of points of S. The limit point itself may
or may not be a point of the set.

% A function /' tends to a limit /, when (x, y) tends to (a, b) if for every positive number &,

corresponds a neighbourhood N of (a, b) 3‘ f(x, y)— 4< g, for every point (x, y)other than (a, b)
of the neighbourhood N.

(ie) Iim flx,y)=1
b)

(x,)>(a,

L If a function f is defined in some neighbourhood of (a, b), then the limit lim f (x, y), if it
y—b

exists, is a function of x, say ¢ (x). If then the limit lim ¢ (x) exists and is equal to A, we write
xX—>a

lim lim f(x, y)=A and say that A is a repeated limit of fas y — b,x — a. If we change the
x—a y—b
order of taking the limits, we get the other repeated limit lim lim f(x, y) =A" when first

y—>bx—a
X — a, and then y — b. These two limits may or may not be equal.

% A function f'is said to be continuous at a point (a, b) of its domain of definition, if

lim  f(x,y) = f(a,b).
(x,y)—>(a,b)

% Partial derivative of f(x,y) with respect to x and y are denoted by

g: lim f(x+6x’y)_f(x7y) and g: lim f(x,)""s)’)_f(X,y)
ox dx—0 ox oy dy—0 oy

% A sufficient condition that a function f be continuous at (a,b) is that one of the partial
derivatives exists and is bounded in a neighbourhood of (a, ») and that the other exists at (a, b).

&  The function fis said to be differentiable at (x, y) if the change &f can be expressed in the form

Of = Adx + B3y + dx¢ (6x,5y) + Sy (dx,dy), where 4 and B are constants independent of 6x, 5y

and ¢,y are functions of dx, dy tending to zero as dx, dy tend to zero simultaneously.
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T.14 Analysis

% If(a, b) be a point of the domain of definition of a function f'such that £ is continuous at (a, b),
S yexists at (a, b) then fis differentiable at (a, b).

| JACOBIANS

% Ifu,uy,...,u, be n differentiable functions of n variables x;,x,,...,x,, then the determinant

Ou;  Ouy Ouy
Ou, Ou, Ou,
ou, ou, ou,,
ax; Ox, | ox,

is called the Jacobian or the Functional determinant of the functions uy, u,, ..., u, with respect

. o(uy, ..., Uy, Uy .oy U
to xy,X5,...,x, and is denoted by (g, ..., ty) or 172> Tn
0(xX1,X9,...,X,) X1,X0 500X,

METRIC SPACE

A metric space is a nonempty set X together with a real-valued function d definedon X x X - R >
if x, yand z are arbitrary members of X, then

(1) d(x, y) 2 0, with equality iff x = y,
(ii) d(x, y) =d(y, x)
() d(x, y) < d(x, z) +d(z, y).

d is a metric on X.

NORMED VECTOR SPACE

A normed vector space is a vector space X together with a real-valued function N defined on X >if
x and y are arbitrary vectors in X and « is a real number, then

(1) N (x) > 0 with equality iff x =0

(i1) N (ax) =[a| N (x)

{) N(x+ )< Nx)+ N(»).

N is anorm on X, and (X, N) is a normed vector space.

% If (X, N)is a normed vector space, then d(x, y) = N (x — y) is a metric on X.

METRIC ONR"

1/p
n
Ifp>1 andX:(xl,xz,...,xn),let||X||p:[z |xi|pj
i=1

Khanna Publishers
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Analysis T.15
y I/p
% The metric induced on R" by this norm is , (X, ') :( D x = nl? J
i=1

OPEN AND CLOSED SPHERES

& Let (X,d) be any metric spaces, and ae€X. Then for any r>0, the set

S,(a)={x eX:d(x,a)< r} is called an open sphere of radius r centered at a.

% Theset S, (a)={x € X:d(x,a) < r}is called a closed sphere of radius r centered at a.

% Let (X, d) be any metric spaces, and a € X. A subset N, of X is called a neighbourhood of a

point @ € X, if there exists an open sphere S, (a) centered at ¢ and contained in N ,.(i.e)
S,.(a)c N, for some >0

& A subset 4 of a metric space (X, d) is said to be open in X with respect to the metric d, if 4 is a
neighbourhood of each of its points.

% Let 4 be any subset of a metric space (X, d). A point a of X is called an adherent pint of 4, if
every open sphere centered at a contains a point of 4.

An adherent point @ of a subset 4 of Xis called an isolated point if every open sphere centered at
a contains no point of A4 other than « itself.

at a contains at least one member of 4 other than a.

¢
% Anadherent point @ of a subset 4 of X is said to be limit point of 4 if every open sphere centered
% The set of all limit pints of 4 is called the derived set of 4 and is denoted by A'.

¢

A subset 4 of a metric space (X, d) is said to be closed if 4 contains all its limit points.

% Let 4 be any subset of a metric space (X, d). A point a in 4 is an interior point of 4 if there
exists ¥>03a €S, (a)c 4.
% A point x € X is said to be an exterior of 4, if it is an interior point of the complement of 4.

% A pointx € X is said to be a frontier of 4 < X if it is neither an interior nor an exterior point of
A.

& If the frontier point belongs to A then it is called a boundary pint of 4.
& A subset 4 of a metric space (X, d) is said to be dense in X, if the closure of 4 is X.

% A metric space Xis said to be separable if there is a countable subset of X, which is dense in X.

CONVERGENCE

A sequence {x,, } in a metric space (X, d) converges to x € X if lim d(x,,,x)=0.
n—o

(i.e) lim x, =x.
n—>0

%  The limit of a convergent sequence is unique
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T.16 Analysis

% If lim x, =x then every subsequence of {x, } converges to x.
n—>0

CAUCHY SEQUENCE

A sequence {x,, } in a metric space (X, d) is a Cauchy sequence if for every € > O there is an integer

N>d(x,,x,)<e and m,n>N.

% Ifasequence {x,}in a metric space (X, d) is convergent; then it is a Cauchy sequence.

% Complete: A metric space (X, d) is complete if every Cauchy sequence in X has a limit.

BOUNDED

The diameter of a nonempty subset S of X is d(S) =sup {d(x, y)|x, yeS}. [f d(§)< o then § is
bounded.

& A set T is compact if it has the Heine-Borel property.

% An infinite subset 7' of X is compact iff every infinite subset of 7" has a limit point in 7.
% A subset 7 of a metric X is compact iff every infinite sequence {7, } of members of 7 has a

subsequence that converges to a member of 7
If T is compact then every Cauchy sequence {z,},_; inT converges to a limit in 7.
If T is compact, then 7T is closed and bounded.

If T is compact, then T is totally bounded.
If (X, d) is complete and T is closed and totally bounded, then 7" is compact.

& &E & & &

Let (X,d) and (Y,d') be any two metric spaces. A function f:X — Y is said to be
homeomorphism if f'is both one-one and onto, fand f ~! are both continuous.

Q00
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SOLVED EXAMPLES

Ex.1. Let us consider the following subsets of R’
(1) The set of complex Z > |Z | <1 is open and bounded.

(i1) The set of complex Z > |Z | <1 is closed, perfect and bounded.

(iii) A non empty finite set is closed and bounded.
(iv) The set of all integers are closed.

L. 1 . .. .
(v) The set consisting of the numbers o (n =1,2,...). This set has a limit point and bounded.

(vi) The segment (a,b)is bounded.

1
Ex.2. Find the infimum and supremum of a function £ :(0,1) = R defined by /() = <

1
Sol: Consider a function f:(0,1) >R > f(x)= ~ - Therange of f'is (I, ).

~. f is not bounded above on (0,1), but it is bounded below. f* does not have a maximum or a

minimum on (0,1). However, inf f =0. If wereplace (0,1) by (0,1] then therange of f is[1,). So f

is bounded below and has a minimum which is also the infimum equal to 0. But f is not bounded above.

. . N 1 n

Ex.3.Consider the power series ZE X
n=1

(1) For which values of x € R does the series converge ( absolutely? conditionally?)

n_ x| x|

LI RN el
el 2 2 as n — .

Sol: (i) The ratio of the absolute value of successive terms is

Hence the series converges absolutely for |x| <2. If x =42 the series is the harmonic series,

z; which diverges by comparison or the integral test. If x = —2 the series converges, but only

conditionally, by the Leibnitz test.

3x-2if x<1
Ex.d4.Determine the function /(X) = I if x>1 is differentiable at x =1 . Find the derivative.
Sol: f=1=1
The limit from the right is
3 2
lim fx)-0 lim Y -1 — lim (x=D(x"+x+1)
xo1 x—1 ot x—1 x>l x—1

— lim(x*+x+1)=3
x—1"

The limit from the left is

17



Ex.2 Analysis

fim SO =SD e 3x-2-1 3y

xo1” x—1 -0 x—1 x=>1"

Since, the limt from the left equals the limit from the right, the limit exists and isequal to 3. So f'(1) =3.

1 1 1
lim{——+ +ot—
ExS. Find H°°{n+l n+2 2n}

Sol:  Divide the interval [1,2]into n equal pieces. The right hand Riemann sum for the function

1| n n 1
f(x)— { +—+....—} and

n+l n+2 2

2

1
-, f{(x) is continuous, hence integrable the sum converges to j;dx =log2
1

Ex.6. Isthe series Z |3ty converges uniformly on [a, ©) for ¢ >0

n=l1

nx 1 1
. 4 2 1 4 <ll:ll
Sol. 1+n_x xAz_{_n _a.n4 a.n3

=1
As zn_3 converges by the p - test, Z xz converges by the Comparison test.
n=1 n= 1

Ex7. Is _[ dx converges

sin x

Sol:  We approximate

from below by a step function ¢. For >0 an odd 1nteger‘sm(n77 )‘ =1

_Nnr, 1 ] % >;

and ‘x A‘ < 6 :|smx| > |- 1+ )z

! fornodd X -Z<y<™ 2
Define dx)=1 (n+)7 2 6 2 6

0 otherwise
sin x 27 1
—dx > dx 2 ) ————=

Then, i j POE = 2 k147

2

sinx|,
L [is diverges

z 1
Ex. 8. Let f, : R — R be the function defined by ()=

~ok? + k cos(kx)

Khanna Publishers
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Analysis Ex.3
(1) Prove that f, converges uniformly to a continuous function f: R — R

(i) Prove that /" is differentiable

1
Sol: (i) Note that 0<mﬁk—z forall xe R andall ¢ >1.

1
. The series zk_z converges it follows from the Weierstrass M - test that the sequence £,
k=1

converges uniformly on R to a fuction f.

. Every f, is continuous, so is f-

.. d 1 sin(kx)
(i) dx|. (2K + kcos(kx))  (2k +k cos(kx))?

1
and that the absolute value of the term on the right hand side is bounded by el forall xe R and

all k >1.It follows from the Weierstrass M- test that the sequence f ' converges uniformly to a

function g:R— R. -+ Every 7' is continuous, so is g. It follows from this that /" is differentiable

with derivative g(x) atx.

Ex.9.1s the following functions Riemann integrable on [ 0, 1 ]?

x, xeQ
0 x¢Q

Sol:  No, onany interval [a,b] [0,1]. inf{f(x):a<x<b}=0and sup{f(x):a<x<b}=b>0.

f(X)={

- All lower sums L( f, P) =0 and all upper sums are the same as for the integrable function

. 1
g(x)=x ,hence inf{U(f,P): P} = 3 Therefore f is not integrable.

Ex.10. Define the sequence {an}::() of numbers as follows. Let a, =2 for > 0, define a, by

a :l_i_h

22

(i) Showthat1< a, <a,_, foralln.

(i1) Show that the sequence {an }:: , 1s convergent and find its limit.
Sol:

(i) Byinduction assume @,_; >1. Then a, isthe sum of 1/2 and a number greater than 1/2 and

an—l

1
thus is greater than 1. The inequality a, < a,_; can be rewritten as 3 < or a,_; >1which

again holds by the induction hypothesis.
(i) By completeness of the reals, a decreasing sequence of numbers bounded below has a limt L.
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Ex.4 Analysis

1 a,_ . 1
Taking limits in both sides of the recursion @, = 3 +"Tl as n— o gives L= E+E
which is solved by 7, =1.
Ex11. Consider the series f(x) = ZT

k=1

(i) For what values of x e R does it converge?

Sol: (1) The ratio of the absolute value of the successive terms is e which tends to ¢

k+1
as k — oo . Hence the series converges absolutely for x > 0 and diverges for x < 0.
For x =0 the series is the harmonic series which diverges.

» (1
Ex.12. Consider the sequence f,(x)= 4/* +(_

n

(i) Prove the sequence f, (x) converges uniformly to f(x)= |x| on R.

(if) Prove f, (x) converges pointwise on R and that for x =0, ’1115{10 £i(x)=f"(x)

Sol:
(i) Both f, and f are even functions. Let g(x) = f,(x)= f(x). For x>0 wehave
g,(x) = ; —-1<0 |
x2 +(1j hence g is decreasing on (0,%). Thus |f,, (x)—f(x)| < //; ’
n

So f,(x) converges uniformly to /.

X

- =5 =S

) lim ——=
(ii) For x =0 Hw\/x2 +(%) \/x2+lim(%) [

So f,(x) converges pointwise to f(x) for x=0.

1
Ex.13. Show that the function f(x) = Tos? is uniformly continuous on R.

2
Sol:  Let ¢ > 0 be given. Without loss of generality, we may assume that g < 2. Then for M = ;—1
1 < 1 £
We have 1722 _—1+M2 5 >M
. AR NN
ehnave 1y, 52 1+y | |1+y | 1+M*

Now , since fis continuous on R, it is continuous and thus uniformly continuous on [- M - 1, M + 1].
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Analysis Ex.5

Forabove ¢>0,3 &, >0 > forall x,ye[—M—l,M+1],wehave |f(x)—f(y)|<£.Thenfor

0 =min{l,6,;} >0, when x,yeR > |x—y|<5wehave|f(x)—f(y)|<£.

1
Therefore f(x) = o is uniformly continuous on R.

Ex.14. Find the radius of convergence R of each of the power series. Discuss the convergence of the

power series at the points |x - t| =

2n—-1
N N (x 1)
2 Gy W2
Sol: (i)
201 ‘
| 2
e 421)l Y _ lim| 2|
n—m X n n~>oo| (27’[ + 1)(2}’!)|
2n-1!
So, by the ratio test, the series converges absolutely for all x, and so R = oo .
(i)
(n+1)(x—1)""!
o+l i zlim|n+1 x—1|:|x—1|
e p(x—1) | n || 2 |
21’!

So, by the ratio test, the series converges absolutely if |x—1| < 2 and diverges if |x— 1| >2.
Thus, g=2. If |x —1| =2 then the power series diverges.

Ex.15. Prove the following series converge conditionally

1 2 1 1 2 A
— = ———+.... 53 (=1 n
)+\/2 \/§+\/4+\B \/6Jr (“);( )

Sol: (i) Let {an} be the sequence 1,1,-2,1,1,-2,.....

n=1

1 o0
Let b, = ﬁ . Note that the sequence of partial sums of Zan is bounded and {bn} isa

decreasing sequence with limit 0.

1 1

By Dirichlet’s Test #Pn converges.
et Tes - g

(i) Let @, = (~1)"n"" and Let b, =, .Note that Z @, converges by Alternating series Test and

n=1

that {bn} is a bounded monotone sequence for n sufficiently large. We apply Abel’s Test
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Ex.6 Analysis

Z( ' = Z( 1)'n~ n” —Zanbn converges.

n=1 n=1

Ex.16. (i) Provethatf(x)= /x isuniformly continuous on [0,00)

(ii) Prove that f(x ) = 43 is not uniformly continuous on R.

Sol:  ()Given &> 0 let 5= 2. Nx [ <Vx+y].
Hence, if |x—y|<5=52 then we have ‘\/;—\/;‘2 S‘\/;—\/;H\/;+\/;‘ = x-yl<&?

Hence, y|<&. This shows that f(x)=+/x is uniformly continuous on [0,0) .

(i) Pick ¢=1. Givenany §>0 let x>0 >

d (f(x+%),f(x)) (x+5/) e

This shows that f(x) =’ is not uniformly continuous.

’ >1. Then d(x+%,x)<5 but we have

2
23§x >1

2

35x 352x 5
22 +23

Ex17. Istheset O(\2)={a+bJ2: a,beQ} countable or uncountable?

Sol: The set of rational numbers is countable. Hence for any given a, the set {a +b2:be Q} is also
countable. The set Q(\/E ) is the union over all rational numbers a of the countable set
{a +b\2:be Q} . Since the countable union of countable set is countable. We conclude that

Q(\/E ) is countable.

1-x2 if 0<x<l

Ex18. Let /(=70 J;X) if 1<x<2- Showthat f isnotcontinuous in an interval [0,2].

Sol:  Consider that im f(x)=0 and lim f(x) = % < 1im f(x) does not exists. Hence f is not
continuous at x =1. Hence f is not continuous on [0,2].

Ex.19. Determine which ofthe following series converge.

o0

@ 1;2 \/;logn (i) Z 4 [n(log n)(log logn)]
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Analysis Ex.7

ol: (i) The integral J. Jx 1Og . ¥ is equalent to I_d” and I— d® . Which do not have elementary

antiderivatives (i.e, the antiderivative is not expressible as an algebraic combination of polynomi-
als, exponentials, logarithms, trig functions and inverse trig functions). So using the integral test

would be problematic. So, using comparison test Jn > lognforall n>0.

1 1 1 1 1

_— > = —
> logn \/;andso \/Zlogn Jnfn on

> 0.

Hence

1 : 1
Since, Z; diverges. Z \/;logn diverges.

1

(i) We can integrate jmdx = log(log(log x)) + ¢

0 b 1
Notice that Z

_l logloglogh —logloglog4 =
n=4 "10g"10g(10g n) jxlogxlog(log x) 1mlogloglogh—logloglog

o
Hence, Z

T m diverges.

Ex.20. Is the following functions uniformly continuous?
(i) f(x)=3x+1lon R (ii) f(x) = x* on [0,3]

£

Sol: (i) Given ¢ >0, let 6 = 4 . Then |X—y|<5:§

:>3|x—y| :|3x—3y| =|3x+11—(3y+11)| :|f(x)—f(y)|< € . So, the function f(x)=3x+11 on

R isuniformly continuous.

.. . 2 & 2 2 2
(i) Given >0, let & = Then x| < 523 3‘)5 -y ‘ =|x—y|x+) S|)C—J’|~6<g(6) =¢,
So the function is uniformly continuous on [0,3].

Ex.21. Find the interior of each set

() [0,3]U3,5) (i) {reQ: 0<r<+2 (i) {reQ: r=v2}

Sol: (i) [0,3]w(3,5) . Theinterioris (0,5) .
(i1) {V €Q: 0<r< \/5} . Theinterior is ¢ . Since the irrationals are dense in R.
(iii) {reQ: r=2}. Theinterioris 4.

Ex.22. Determine which of the following subsets of R is compact.

® [L3) (i) {x€0:0<x<2}
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Ex.8 Analysis

1
Sol: (i) Let /' ={A4,}, where 4, = (03_;} for n e N. Then f is open cover for [1,3) which has no finite

subcover. So [1,3) is not compact.

(i1) Because the rationals are dense in R. We can construct an infinite collection of rational points that

1
get closeto /2 , butnever reach it . Let x, = 2N & /2 arereal numbers, there is a rational
number between them, call it x, . Now, since x, € R, there is some rational number

between x, and /2 , call it x;. Continueto get x, <x, < Xj...... <X, <..... V2.

Now Let 4, =(1,x,). Then J ={A4,} is an open cover of our set, but it has no finit subcover.

{x eQ: 0<x< 2} is not compact.

Ex.23. Determine whether each series converges conditionally, converges absolutely or diverges.

oy D" .5 (22)
D) 2 logn (i) X
=D" 1 1 1
Sol: (i) % =7 so la, |= . Notice that logn <n, So > = . Thus by the comparison
logn logn logn n
‘ . - (=D" .
test, ZI a, | diverges. On the other hand lim|a, |=0, so Z log 7 converges conditionally.
n=l1
. (=2)" . . 2" . 2"log2 .. 2"log2 o
(i) @, =——— and lim|q, |=lim— =1lim P lim =00 Thus the series diverges.
n n

Ex.24. Find the radius of convergence R and the interval of convergence C for each series.
2
. n n
(1) z 271 X

n2 2n+1 ] 2}’12

m—- 5 =1lim 5 =2
2" (n+1) (n+1)

Sol: R=1li

2
At x = -2 our series is zz—n(—Z)" = z (-1)"n* which diverges.

2
At x =2 our series is z%(Z)” = an Which diverges. Thus C =(-2,2).
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OBJECTIVE TYPE QUESTIONS (PART-B)

sin(nt)

fn :Zn

n2

g =X(-12"

(@) f, converges absoluted but g, is not
converges

(b) g,converges absoluted but f is not

converges

(c) both f and g, are converges absoluted.

(d) both f, and g, are diverges.

Let M be a compact subset of a complete metric

space (X,d).Then

@ ¥ dist(x,M) = )11611\1; d(x,y) isa
continuous function on X

(b) x — dist(x,M)=d(x,y)isnota
continuous function on X

(¢) x — dist(x,M) = d(x,y)is a continuous
function on X

d X~ dist(x,M) = 121\5 d(x,¥)is not a
continuous function on X

Let / and; be differentiable functions on an open
interval /. Suppose that aq,b e I satisfy g <p

and h(a) = h(b)=0.Then

(@ A'(x)+h(x)j'(x)=0 for some x € (a,b)
(b) j(x)+ h(x);"(x) for some x € [a,b)

(©) A'(x)+ j'(x)forall x €[a,b]

(d) j'(x)+ 1 (x)j(x) = 0for some x € [a,b]

Suppose that g is integrable on [a,b} and that

there exists £ > 05> g(x) >k for all xe [a,b}.
Then

(a) 1/gis integrable on [a,b}

(b) 1/g is not integrable on [a,b}

8.

(c) 1/g is not continuous on [a,b]

(d) 1/g s continuous on [a,b]

Let g be defined as
2"(x—n)+1 ifn—-2"<x<n
g(x): Z'I(n—x)—f—l ifn<x<n+2"
0 otherwise
Then

(a) f & converges but Zg diverges
1 1

(b) f & diverges but Zg converges
1 1

©) f & and Zg both are converges
1 1

(d) f & and Zg both are diverges.
1 1

The closed unit ball B ={x € (|| x|| <1} is

(a) closed

(b) bounded

(c) compact

(d) closed and bounded but not compact

Let {xn},{yﬂ},{zn} be bounded sequence
such that every n,x, <y, <z and such that

limsup z, <liminf x,. Then
(@ limx, =limy =limz,
(b) limx, <limy,

(¢) limx, <limz,

(d) limx, <limy, <limz,

If x, is a decreasing and >_x, converges then

limnx, = 0 which of the following imply true?
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10.

11.

12.

13.

1 .

(a) ZF converges if 0 < § <1
1 .

(b) ZFdwergeS ifo<s<l
1 .

(© ZFconverges if §<1

[ .
d = pey divergesif § >1

lim (1—5cot 6)™’
"%,

@ 0 b1
© o (@ log$

1 Tk

fim 5 cos| 28

@w ®  ©0 @

Let C'(R) denote the set of all continuously

differentiable real valued functions defined on
the real line. Define

A={feC'(®)| f(0)=1,
SO =11 ()< Y, forall xe R}

where f” denotes the derivative of the function

/- Pick out the true statement.

(a) A isan infinite set

(b) A4 is an empty set

(c) A isa finite and non empty set
(d) None of these

The function g(x)= \/m with domain [—1,1]

is

(@) uniformly continuous but does not satisfy a
Lipschitz condition.

(b) uniformly continuous and satisfy a Lipschitz
condition.

(c) continuous and compact

(d) not uniformly continuous

A function g:[0,1]— R

Khanna Publishers

14.

15.

16.

17.

Analysis

1 xeQ
0 x¢0

(a) g(x) is bounded variation

gx)= {

(b) g(x) is not a bounded variation

(c) g’'(x)exists

(d) None of these

The series 3 (— 1) ——
e series 2, i3

(a) convergent

(b) absolutely convergent

(c) conditionally convergent

(d) divergent

Find the sets of points of discontinuity for the
function f :[—1,1] — R defined by

x 1fx is irrational

f(X){

0 ifx 1isrational
(b) (=L1)
(d) ¢

@ [-L1]

© [-L11\{0}

Let f:[0,1] — R betwice differentiable with

f"(x)>0 for all x€[0,1]. If £(0)>0 and

f(@)=1. Then

@) f(d)=d forsome d €[0,1] iff f'(1)<1

(b) f(d)=d forsome point d € [0, 1] iff
flm>1

© f(d)y=diff f/(1)<1

d) f'()<1iff f(d)>d forall d €]0,1]

An absolutely continuous function is Lipschitz
onlyif

(@) | g| is bounded

(b) |g'| is bounded

(c) g is continuous but not bounded

(d) None of these
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18. Find the sets of points of discontinuity for the
function f :[0,00) — R defined by
(x)

TO=N 2 i [ s odd

if [x] iseven

where [x] is the largest integer less than or equal
toxand (x)=x—[x].
(@ [0,00) (b) [~1L1]
© ¢ (d) [~ L11\{0}
19. Pick out the true statements

(a) |sinx—siny|§|x—y|fora11 x,yER
(b) |sin2x—2y| <|x—y| forall x,y €R
() |sin2 x —sin? y| >x—y|forall x,y €R
(d) |sin3x—sin3 y| >x—y| forall x,y €R

20. Let g be a continuous function from R to R.
(@) {x 1g(x)= 0} is a open subset of R.

(b) {x cg(x)> c} is a closed subset of R.
(c) {x glx)< c} is a closed subset of R.

(d) {x 1g(x)= 0} is a closed subset of R.

21. Let gbea function of bounded variation on [a, b} .
Then

b
(a) f |g /| < ng where Vab g isthevariation of g.
b
(b) f |g /| >V, g where V' g isthe variation of g.
b
© [lgl=Vg

@ [le1=0

22. Suppose that g:R — R has the property that

lg(x)—g(»)| </ x—y[ forallx,y € R

23.

24.

25.

26.

27.

OB.3

(a) gisnot a constant
(b) gisnot differentiable
(c) g is constant

d g'(»=0
Let {/,} be a sequence of functions defined on

[0, 1] . Determine ,}Lnol@ n’x(1—x*)"
(@ 1 (b)0
(© oo (d)2

Let {/,} be a sequence of functions defined on

[0,1] . Evaluate nlLHJC x(1— x?)"

@ 0 (b)1
(c) log2 (d)e

Let g be a bounded function on [a,b], so that

there exists M > 0> |g(x)| <M forall xeB.
Then

(a) U(g.P)— L(g.P) <2M|[U(g*,P)~ L(g*, P)|
for all partitions p of [a,b)

b)[U(g*,P)~L(g*,P)| = U(g,P)~ L(g.P)
for all partitions p of (a,b]

(© U(g,P)—L(g,P) >M*[U(g",P)~L(g*,P)|
for all partitions p of [a,b)

) U(g*,P)~L(g*,P) <2M[U(g.P)~ L(g,P)]
for all partitions p of [a,b}

Find the sets of points of discontinuity for the
function f :[—1,1]— R defined by

B 1 ifx 1is irrational

S = 0 ifx 1isrational

(@ (-LD () [-L1]
(© ¢ (d) [~ 1,00)

Let {/,} be a sequence of functions defined on
[0,1] Find lim nx(1—x*)"
@1 ®) o

(© 0 (d) ¢/

27



OB.4

28.

29.

30.

31.

Let g:(—1,1) — Rbe a differentiable function
such that there exists a limit

g(x)

2

lim =LeR
x—=0  x

(a) second derivative g"(0) exists and equals L

(b) second derivative g"(0) does not exists

(c) second derivative g"(0) exists and equals to
2L

(d) second derivative g"(0) exists and equal to
0.

If |h |<ge L'(Q) then A, are uniformly

integrable on (.

(a) There exist a family of functions /4, that is
uniformly integrable but there is no integrable
function g so that |4, |< g.

(b) There exist a family of functions /4, that is
not integrable but there is a integrable
function g so that |/, |< g.

(c) Does not exist any family of function.

(d) A, isuniformlyintegrable and |/, [< g.

Let f:[0,]] = R be a continuous function.

Then hmlz":f[f]_?

n—oo p X—0 n

@ 0 v J @i

© 1 @ J 1

Let g be a twice differentiable function on the
interval (a,o0)

2
<4

@) [ sup ){I g’} sup. {lg(® I}]

ES(llp»{l g"(x) I}J
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32.

33.

34.

3s.

Analysis

2
<4

(b) | sup ){I g0}

x€(a,00

sup ){g(x)}

x€(a,00
© S 1€M< swp g")
x€(a,00) x€(a,00)

2
<4

sup. lg(x)]l g'(x) ]

x€(a,00

() [ ES(upy){I g"( [}

Suppose that g: R — R is a differentiable at a

and that g(a) = 0. Then which ofthe following

imply true.

(a) If h(x)=| g(x)|,h isdifferentiable at @ then
g'(a)>0

(b) If h(x) = g(x), hisdifferentiable at a iff
g'(@)=0

(c) If h(x) = g(x), and g’(a) = 0 then / is not
differentiable at a

(d) if & is not differentiable at a then g’(a) > 0
g(x) = h(x) |

What is the radius of convergence of the

n

=Nz
following series Z—
n=0 n'

@) 1

() oo

(b)-1
(@0

Let K € [0,00) be areal number. Define
, Ksinl/ =0

S (@)= %
0 t=0

A={K €[0,00)| f is differentiable}

then 4 =9
@) (0,00) (b) (1,00)
() (—o0,00) (d) [0,00)

Suppose that f:[a,b]—>R is Riemann

integrable on [a, b]
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36.

37.

38.

39.

n n

(b) ff(x)dx = 3111010_2":_f(a +i(b—a))

© [f(x)dxg ,}gglz";f[%ﬂb]

n
f b—ad
X)dx > lim —— b
@ [f( e > i =32 £ )
Let f{x) be continuous with
ff(f)df =K +e"" Find fand the constant K
1

@ f(x)=2(x—1e" K =1

b) f(x)=2(x—1e" " K=—1
© f(x)=2x""K=0

@) f(x)=4e"" K=1

Let a smooth function f have the properties
f(0)=4, f()=0, f(3)=6.Then which of
the following is true?

(a) atsome point 0 < ¢ <3 onehas f"(c)>0
(b) at some point () < ¢ <1 one has f"(c) <0
(c) at 0<c<3 onehas f"(c)=0

(d) at 0<c<1lonehas f”(c) < 0

Suppose that fis real valued, bounded on [a,b}
and f * is Riemann integrable on [a,b} . Then
(@) f*isRiemann integrable.

(b) f*isnotRiemann integrable

(©) ]f(x)dx: {E%]f(x)dx

(d) f*is discontinuous

What is the least value of ¥ > 05

OB.5

|sin> x—sin’ y |< K | x— y| for all real numbers x

and »?
@ 5 (b)2
(© 1 (d)-1

. Consider the functions K(x)=x’ Sin(%) and

h(x) = x° sin(%z)

(@) A(x)is of bounded variation on [—1,1]

(b) K(x)is of bounded variation on[—1,1]

(c) both A(x)and K(x)are bounded variation
on [—L1]

(d) K(x)isnot abounded variation on [—1,1]

Let { & } be a sequence of functions of bounded
variation on [a,b].If V[g,;a,b] <M <400

for all kand g, — g pointwise on [a,b].

(2) gisnot a bounded variation
(b) g is of bounded variation and

Vigia,b]= M
(c) gisofbounded variation and V[g;a,b] < M
(d) gisofbounded variation and V[g;a,b] > M

. In the plane pg2is provided with the Lebesgue

measure, what is the measure of the set
A={(x.y)eR*|¥" +y* =1}

(@ 1 (b)0

© (x,) (d) oo

. Letf be areal valued function on R. Consider the

functions w, (x) = sup{| /() — f(v)|}:

1

|
u,ve|x —7, X +7‘ where j is a positive integer

and xcR. Define next

1
Aj,n_{xeR:W/(x)<;}’ n=12,... and

Khanna Publishers
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44.

45.

46.

Now let C ={x € R: f is continuous at x}

Express C interms of the set 4
@ C=U4, ®C=4,
n=l1

n=1
dc=o0

Let f'be a continuous real valued function on R

(© C=4,

and 1 a positive integer find ij(zx 0y fr
@)MZ@mﬂ“7mm+ﬂﬂm

(b) I@x —1)" f(t)dt + f(x)

© ];‘(2x — 0" f(0)dt + x" f(x)

) f Qx—1t) f(t)dt

Suppose that (f,) is a sequence of decreasing

functions f, :[1,3} — R which converges
pointwise to 0. Then

(@) (f,)converges uniformly to -1

(b) (f,) does not converges uniformly
(c) (f,)converges uniformly to 0

(d) (f,)converges to 1

Suppose that g :(a,b) — R and that g” exists

everywhere

@) g”(x)>0forallx€(a,b)iffgis convex
(b) g”(x)<Oforall x €(a,b)iffgis compact
(¢) g"(x)=0forall x€(a,b)iffgisintegrable

(d) g'(x)>0forall x €(a,b) then gis bounded
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47.

48.

49.

50.

Analysis

A real valued function on an interval [a,b] is

said to be a function of bounded variation if
3 M >0> for any finite set of points

a=a,<a <a,<..<a,=b wehave

n—1

Y f@)—fla,)I<M. Which of the

i=0

following statements are necessarily true?

(a) Any monotone function on [0,1] is not of
bounded variation.

(b) If f: R — R iscontinuously differentiable,

then its restriction to the interval [—n,n] is

bounded variation on that interval, for any
positive integer n.

(¢) Any continuous function on [0,1] is of
bounded variation
(d) f:R— R isnotdifferentiable

2 . (1
g(x)=x"sin ; for x=0 and g(0)=0
which of the following imply true?
(a) gisdifferentiable at x =0 and g’(0)=0

(b) g’ is continuous at x =0
(c) gisnotdifferentiableat x = (

(d) g'is continuous for all x.
Which of the following is true?
@) 14x*>¢" forallxeR
(®) 14> <e” forallxe R
(© x*<e” +1forallxer

(d) ¢ <xiforallyer

Let g: [O, 1] — R be a continuous function with

continuous second derivative g" and

g0)=g'h=0.

@ 1f [ 80" @)dx =0 tpen g =0
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51.

52.

53.

54.

5S.

(b) If g =0 then fg(X)g”(x) =0

1
© 1f [ 08" ()dx =0 then ¢ = 0 56.
0

(@) If g = Othen | &(g"(x)=0

If g:R— R satisfies

d (g(x),g(y)) <d(x,y)’ forall x,y €R.Then 57

(b)g is polynomial
(d)None of these

Let fbe a differentiable function of one variable
and let g be the function of two variables given

(a) g is constant
(c) g is nonconstant

by g(x,y)= f(ax+ by) wherea, b are fixed non

zero numbers. Write down a partial differential
equation satisfied by the function g

og  Og og ,0g

@ 2%, " %, i =% 58.
og og og _Og
b—:— _— _——=—

© Ox ¢ Oy (d Ox Oy

Let g be a continuous function on [a,b} and

assume that g(a) <0< g(b). Let 59,
W ={xela.b].g(x)<0}  and let
w=supW.

@ gw)=0 (b) g(w)>0

© gw)=0 (d) g(w) <0 60.

Let K be a fixed positive integer. Find R, the

radius of convergence of the power series

Z [ n + 1] ZKn
n
(@1 ®0
© gk (d) oo
- 1 61.
. - .
The series ;( ) 13 is

OB.7

(a) convergent

(b) conditionally convergent
(c) absolutely convergent
(d) divergent

Let (r") be an enumeration of the set O, then

there exists a subsequence (rnv ) such that
(@) lim7, =+o00 (p) limr, =—o0

(¢ limr, =0 (g limr =1

Suppose that g(x) is a continuous function on

the interval [a,b} 5 g(x) >0 for all x.

@ J&@ar<0 () [e(g ()dx=0

(© ]g(x)dx>0 () ]dx:o

n
n+2

The series Z ="
n=1

(a) convergent

(b) conditionally convergent
(c) absolutely convergent
(d) divergent

> . nlogn
The series Z(* 1) T
n=1

(a) convergent

(b) conditionally convergent
(c) absolutely convergent
(d) divergent

Let {x,, } be a sequence of nonnegative numbers

and

(@ If limx, =0 then lim\/z =0
(b) If limx, = 0 then lim,/x, =0
(c) If limx, = Othen lim\/z =0
(d) If limy/x, = 0 then limx, =0

Suppose that there exists N, > a, <b, for all

n>N,

Khanna Publishers
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62.

63.

64.

65.

66.

(@) if lima, = +oo then limb, =+o0
(b) if lima, = —oo then limb, =400
(c) if lima, =400 then limb, = —o0
(d) if lima, = —oo thenlimb, = —o0

The sequence of functions sin(nx),n >1is
(a) equicontinuous in c[0,1]

(b) bounded in c[0,1]

(c) compactin c[0,1]

(d) not a equicontinuous in ¢|0,1]

Let 4, bea function 5 /4, :(0,1) = R. Then

(@) If h, — h and ' — £ thenh iscontinuous
on (0,)and #' = f

(b) If A, — h then & is not continuous on (0,1)

(c) If f, — f then A does not exists

(d)If h,—hand h — fthen % is not
continuous on (0,1) and A’ = f

Suppose G : R — C. There is a constant M such

that | G(x)—G(y)|<KM |x—y| forall x,y € R

iff

(a) G is continuous almost everywhere
(b) G is absolutely continuous

| G'|> M almost everywhere

and

(c) G is absolutely continuous and |G’ |< M

almost everywhere
(d) G is continuous and G’ does not exist.

sin xy

Let x > 0. Define f(x)= f dy Evaluate
0

f'(x) as a function of x.

sin x
@ —
(¢) cosx @1
Find the coefficient of x7 in the Taylor series

expansion of the function f(x) = sin™' x around

Ointheinterval —1< x <1
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67.

68.

69.

70.

71.

72.

73.

Analysis

1 5
(@) 5 (b) 112
© 1 (d) 103

Iff is an increasing real-valued function of a real

variable then

(a) f has at most countable number of
discontinuities.

(b) f'does not have discontinuities

(¢) fhas at most countable number of continuities

(d) None of these

The minimum value of the function

f(x,y)=x"+5y" —6x+10y +6 is

(@ 10 (b)o

(¢) 5 (d)-8

The interval of convergence of the series
x+17 (x40 (x+1)

(x—l—l)—( ) +( ) —( ) +...is

4 9 16
(@ —2<x<0 b)) —1<x<0
(©) x<0 (d -2<x<1

Which of the following series is diverges

® Z(}5) (0+%,)

1
@2

n=2

1
@ ==

© = o)

The function g(x)=x’is not uniformly

continuous on
@ [0.1]
(©R

(6)(0.1)
(d) [0,3]

A differentiable real valued function on R with
bounded derivative is

(a) continuous

(b) uniformly continuous

(¢) bounded

(d) not continuous

2

. n
Evaluate lim —
n—00 n !

@ 0
(©) e

(b)1
(d) o0
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74.

75.

76.

77.

78.

79.

Find lim(I+a+..4a") for [al<1

@ 1 ®)
(© 0 (d) oo

Determine the interval of convergence of the

series i(— n" %

n=1

@ (0.1

(©) (=00,00)

(b) (0,2]
(d) [1,2]
What is the cardinality of the following set

A={fec'01]: f(0)=0, (=1,

|1 (@)[<1 forall £ €[0,1]}

()0
d1

(@ oo
(© —o0

b
Evaluate lim l Z cos [ﬁ] where

n=00 1 e n

2

denotes

the largest integer not exceeding % .

@ Y ® 7

© 2w (d)o

1
Let f(x)= i consider its Taylor expansion

about a point a € R, given by

S(x)= Zan (x—a)" . What is the radius of

n=0

convergence of this series?

@ 1 (b) Va* +1

(© oo (da

Let f:[—1,1]— R be continuous. Assume that

1 1
[ F@de=1. gyatyate lim [ £(t)cos nidt
—1 -1

80.

81.

82.

83.

84.

OB.9
@ 0 ® Y%
© 1 A 7

Let f:R — R be a continuously differentiable
function 5 f£/(0) = 0. Definexand y € R

gley) = [V +57 ).

Pick out the true statements

(a) gis differentiable only on R*\{(0,0)}

(b) g is differentiable function on g2
iff f(0)=0

(c) gisdifferentiable function on g2
(d) None of these

n
The sequence of functions { }over the

1+xn
interval [0,2] is
(a) convergent
(b) uniformly convergent
(c) notuniformly convergent
(d) absolutely convergent

sin x

The series ; R

(a) convergent

(b) uniformly convergent
(c) absolutely convergent
(d) divergent

over R is

Let {gn } be a sequence of functions of X which

converges pointwise on X. Let G ¢ X be finite

(a) {gn } converges uniformly on G
(b) {gn } does not converges

©) { g, } converges but not uniformly converges

on G
(d) None of the above

Pick out the sequences { £ } which are uniformly

convergent
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sin x

@) f,(x)=—F In on R

(®) f,(x)=x" on [0,1]

(©) f,(x)=nxe™ on (0,00)
(d) All the above

85. Let {a,} beasequence of positive real numbers

5 lim 2t — o find lima,
n—oo an n—o00
@ 1 (b)0
(© oo (d)a
n+1)
86. The series Z , is
n=l n
(a) convergent (b)uniformly convergent

(c) absolutelyconvergent (d) divergent

87. L(x) is Lipschitz, if there is a constant pz 5 for
any | L(x)—L(y)|< M(x—y)|for any x and y.
Which of the following imply true?

(a) Ifthe function G(x) is absolutely continuous
on a closed interval [a,b} then the function
L(G(x)) is also absolutely continuous on
b

(b) If the function L(G(x)) is absolutely

continuous on [a,b} then the function G(x)

is absolutely continuous on a closed interval
[a.b]

(c) Ifthe function G(x) is continuous on (a,b)
then the function L(G(x)) is absolutely
continuous on [a,b}

(d) The function L(G(x)) is absolutely
continuous on [a,b} then the function G(x)

is continuous on (a,b)
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88.

89.

90.

91.

92.

Analysis

Let {g, } be a sequence of real valued measurable

functions on x 5 foreach pc N

1

2)1

p {xeX:|gn<x>—g,,+l(x>|>2%} <

(a) {g,,}is converges but not pointwise

convergent

(b) {gn}is pointwise convergent [ almost

everywhere on X.
©) {gn } diverges

(d) {gn } is not a cauchy sequence

The space C ([a, bD equipped with

b
defined by g, = [12001dx i

(a) compact

(b) convergent sequence

(c) uniformly convergent sequence
(d) incomplete

Consider the sequence of continuous functions

) by g (x) = 14 2cos’ (nx)
given by &, In

(@) g,(x)converges to the constant 0 function
on R

(b) g,(x)converges uniformly to the constant
0 function on R

(©) g,(x)converges to [0,1]

(d) g,(x)does not converges

lim
Evaluate sz m
@ = ® 7%
(©) 27 @0
Evaluate limnsin(2zen!)

@ 47 (b)8x
© 2 (d) 0
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93.

94.

95s.

96.

97.

Which of the followig functions are uniformly
continuous?

(@ f(x)=sin’x, xR
) f0=V., xe.I

© f(x)=x",
(d) None of these

XER

1
The series Z\/_tan[ ] is

n=1

(a) convergent

(b) uniformly convergent
(c) absolutely convergent
(d) divergent

Let fand g be differentiable functions
@ If  f'(x)=g'(x)

S(x)=gx)+k
(b) If f'(x) = g'(x) forallx, then f(x)=k
(¢) If f'(x)=0 forallx,then g(x) = x

for all x, then

(d) If g'(x) = f(x) forall x, then
g =k+g'(x)
Let ¢ € R and let { f,,} be a real sequence

(@ If f, —a then the sequence {Efn}

converges to /(.q

(b) If f, — a then the sequence {E. f,,} does
not converges to {.a

(c) If f, converges to zero then the sequence
{ f } converges to /.

(d) Ifthe sequence {K.xn} converges to ¢.g then

fota

Which of the following sets is not a discrete
subset of R

1
(a) S:{;|n62+}

(b) T:{%ME@}U{O}

98.

99.

100.

101.

OB.11

(© Z
(d) Every finite subset of R

YA
. 1 2
Evaluate lim ‘[[1 + —] [1 + —]...[1 + 2]}
n—eo n n n

@ 0 (b)1
© ¥ ) oo

fim N 4 n’
Evaluate j'm 8+ TRan
@ 1 (b0
1
) glogZ (d)
Find the points in R where the following function

is differentiable

tan~' x if [x[<1
f(x)= —

%Sgn(x)Jr'x' if |x[>1
where sgn (x) equals 41 ifx>0,

—1 ifx <0 andisequal tozeroif x =0 and

tan~'(x) takes its values in the range

(— % R %) for real numbers x.

(@ R ® Qo
() N (d R\{-1}
Let f,f,:[0,]] = R be continuous functions.

Complete the following sentence > both

statements (i) and (ii) below are true. Let f, — f

o lim [ £,de=[ f(ods

(i)
(@)
(b) uniformlyon [0,1]

lim ling fi(x)= lin(} lim £, (x)

continuous on [0,1]

(c) uniformlyon (0,1)
(d) None of the above
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102. Evaluate j;{ l]rnax {x.y}dxdy
(@ 1 ()0
(c) % (d)log 2

1
103. Let f € C[-11] Evaluate M- fh f(0)dt

(@) 2
© f(0)

() 21(0)
0

104. Let f € C'[—11].Evaluate hm Zf [3n]
@ 3/(}5)-/0)
(b)3[f(% +f(0)}
(

© Y%

) 0

)
|+ 7'

105. Let f € C[—, 7] Evaluate im [ £(®)cosnt di

@ 0
© 27

(b)-1
(d) oo

106. Let f € C[—r,7] Evaluate im [ £(®)cos n dr

1 ™
@ 0 ) 3] SO

©) jf ()t

(d) cos® nt

nx

X > X
107. The sequence f,(x) = .

(@) uniformly convergent
(b) not uniformly convergent

(c) absolutely covergent
(d) None of the above

x e (0,00)

Khanna Publishers
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nsinnx

108. The series Z ,x€[0,7]

n=l
(2) uniformly convergent
(b) not uniformly convergent
(c) absolutely covergent
(d) None of the above

x
109. The sequence f,(x)= 7 ,x€[0,2]
(2) uniformly convergent

(b) not uniformly convergent

(c) absolutely covergent

(d) None of the above

rl—e”
x>0

110.Compute F’(x) where £'(¥) =

(b) 2(e” —2%)/x
)0

@ ¢
(©) cosx?

111. Let ¢ > 0 andlet K N.

K A\
N J
Evaluate lima ™| I[a+;]

j=1

@ o 2 (b) log K(K +1)
(¢) 0 (d a"
112. I}LIIOIOSin (Znﬂ'—l—%mr)sin(%ﬂ'—i—%mr)] is
@@ 0 (b) oo
(©) sinl (d) log(sinn)

113. hm [(n +D(n+2)... n+ n)]/

@) 0

© ¥

114. Find the points where the following function is

(b) oo
(d)log4

differentiable
tan ' x if |x|<1
Sx)=1 = |x|—1 if [ x[>1
4] x| 2
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@ R\{-1} (b) (0,00)
(c) (—oo,oo) dC

115. For no distinct p, g is
@ rror (®) =17
© rcr dr=o0

116. Let (X, d) be a metric space

(a) a subset M c X is unbounded if the
function d is bounded on A7 x M

(b) asubset A/ ¢ X is bounded if the function
d is bounded on Ay x M

(c) asubset ) ¢ X is bounded if the function
d is unbounded on Ay x M

(d) a subset M c X is unbounded if the
function d is unbounded on M.

117. Let g, : R — R be defined by

1

g, =—F——p—
n3[x7(%) ]+1 andlet g(x)=0

(@ g,(x) — g(x) foreachxthen g, converges
uniformly to g.

(b) g,(x) — g(x) for eachxthen g, converges
to zero

(c) g,(x)— g(x) for each x but g, doesn’t
converge uniformly to g.

(d) g,(x)— 0 for each x then g, converge to

Z€ro.

118. Let a, be a sequence of non negative real

numbers and suppose that Z a, diverges. Then
n=1

0O
(@) Z 4, converges
n=l1

(b) Z\/a_n diverges
n=1

119.

120.

121.

122.

OB.13

00
(© Z 4, converges

n=N+1
(@ Zanz converges
n=1
Suppose that g : R — R is continuous on R and
that g(r) = 0 for every rational number r. Then
(a) g(x)=0forallxe R
(b) g(x)>0forallxe R
() g(x)<Oforallxe R
(d) g(x)=0forallxe R
Which of the following sequences / series of

functions are uniformly convergent on [0, 1] ?
@ f(x)= nzx(l — xz)”
(b) f,(x)=cos(mn!x))

2n

o0 cos(m"x)
© Z—m
(d) All the above
Let /€ C'[0,1]. For a partition

(P):0=1x, <x, <x, <..<x, =1define

S(P):i|f(x,->ff<x,-,l)|. Compute the

supremum of S(P) taken over all possible
partitions P

1 1

@ [I/old @y [fod
0 0

© 0 @1

Let D, be the open disc of radius n with centre

at the point (n,0) € R>. Then there exist a

function f:R* — R of the form f{x, y)=ax+by

S UD, = {1 £ > 0} The value of a

n=1

and b is
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@ a=1Lb=0 ®)a=0,b=1
© a=—-1b=0 (d)a=0b=-1

2

123. Find the sum of the series Z—
= K!

(@ 2 (b)2e
© (K+1)" (d) g

124. The radius of convergence of the power series

f:w/longk is
K=1

@ K (b)1
() 0 (d) oo
125. What are the values of « € R for which the
. . (D"
following series is convergent Z "
n=1
@ a>0 (b) 0<a<oo
© a>1 d a=1
126. lim (\/nz +n—+n’ +1)
@ 1 (b)0
© % @ o
s
127. 5% £ m is
(@ 1 (b)0
© 2 (d) log(1++/2)

128. Let f: R — R bea given function. Which of the
following is uniformly continuous

X

e

(@ f(x)=

on (0,2)

X

®) f (X):x—l2 on (0,1)
(c) forall xand y € R

F@ =/ <dx—y”

d f(x)= i@,xeR

129.

130.

131.

132.

133.

134.

Analysis

Let f(x)= [x]+(x+ [xD2 for x € R, where [x]

denotes the largest integer not exceeding x. what
is the set of all values taken by the function f?

@ 0 (bR
(© R\{0} (d R\{-1}
Let n be a positive integer. Let

v 1
fx)=x"" Sin— if x 0 and let /(0)=0.

For what value of n will f be twice differentiable
but with its second derivative discontinuous at

x=0.

@ 1 (b2

(¢) 0 (d)3

What is the coefficient of »® in the expansion of
x*(cosx?) around x =0

@ 1 (b0

(c) -1 (d2

Letg:R— R be a differentiable function

5 |g'(x)[<M for all x € R. For what values of

¢ will the function f(x)=x+eg(x) be
necessarily one to one?

1
— 1
@ e>- ®e< ¥y,
© e=M (d) e=1
1f f() = [ drx>1 then f/(x)=
@ 2xe" —e* (b) ¢ +e*
© 2xe™ (O
Pick out the true statments.

@ f(x)>0 for x>0 and f(x) <0 for
x<0

(i) f is a decreasing function on the entire real
line

(a) (i) and (ii) both are true

(b) (i) is true but (ii) is not

(c) (ii)istrue but (i) is not

(d) both (i) and (ii) are false
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135.

136.

137.

138.

139.

140.

141.

Let f:[~1,2]— R be given by

f(x)=2x*—x*—10. What is the value of x

where fassumes its minimum value

(@ 1 (b)-1

(c) 2 (@0

f log xdx =

@ 0 (b)1

(0 -1 (d) oo

Let {X ,d } be a metric space and let £ c X. For

x € X define (%, E) = iylggd(x,y)

Pick out the true statements
(@ |d(x,E)—d(y,E)|<d(x,y) forall x,y € X
(b) d(x,E)=d(x,y,)forsome y, € E

© |d(x,E)[=ld(xy,,)]
(d) All the above

1
. lim f sin” xdx
Flnd n—o00
—1

@ 0 (b)1
© -1 (d) n/2
3 3.3 3 3

ind lim[=—=4+>—= 4 4(-1)"=
Find ,,L‘El[z AR TR T
@ 1 (b)-1
© 0 (d) o0
Let [x] denote the largest integer less than, or

equal to x € R. The function
f(x)=[x"]sinTx,x > 01is
(a) continuous at x = \/n_, neN

(b) uniformly continuous at x = \/n_, neN

(c) continuous everywhere

(d) discontinuous at x = \/n_, neN, n=K>

Let [x] denote the largest integer less than or

equal to x € R, The function

S =[x+ (x =[x, x> ) s

142.

143.

144.

OB.15

(a) continuous at X = % »neEN

(b) uniformly continuous at x = % »neN

(c) continuous everywhere
(d) discontinuous

Evaluate ZKQKX’ xeR\{0}
K=1

ne(n+2)x o (l’l + l)e(n+l)x + &

e

(@)

ne(n+2)x

() (e" —1)2

X

e

e —1

©

ne(n+2)x + ex

)

If ZXn converges absolutely then

(d)

(@) X X, converges

(b) XX diverges

(¢) > X neither converges nor diverges

(d) XX, converges

Let > a,(x—1)"and >°b, (x—¢)" have raddiof

converges M, and M, respectively. If

| x—t|<M where M =min{M,M,}then

() X(a,)(x—1)"converges and is equal to
>Ya,(x—1)"+2Xb,(x—1)"

(b) X(a, +b,)(x—1)" converges absolutely
andisequal to > a, (x—1)" +2b,(x—1)"

(c) > a,(x—1)" diverges and is equal to
>a,(x—1)

(d) None of the above
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145.

146.

147.

148.

149.

150.

Let M be a metric space such that M is a finite set.
Then

(a) Every subset of M is closed

(b) Every subset of M is open

(c) Every subset of M is both open and closed
(d) Every subset of M is not closed

Let >~ be the set of all real sequences

E) |an| <1 for every n. Then
—b
(a) Z'c{"z—n"| converges

(b) Zl

a
+a converges

——" diverges

(d) Z \/— diverges

n=0

let{x,} €, g:0* — Rbyg({yn}> = X,

(a) g is continuous

(b) g is not continuous
(c) g is unbounded
(d) g is constant

Any compact metric space M is
(a) not separable

(b) complete

(c) continuous

(d) closed

If g is a continuous, periodic function from R to a
metric spece M, then

(a) g isnot continuous on R

(b) g isuniformly continuous on R

(c) giscontraction mapping from R to R

(d) M is separable

Let f:R— R be a function which is

differentiable at x = o . Evaluate

i @S =¥ (@

x—a xX—a
@ a"f'(a)—nf(a)
(b) a"f'(a)—na"" f(a)

Khanna Publishers
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152.

153.

154.

Analysis
© a"f(a)—a""f'(a)
@ a"f'(a)

Let f:R— R be a function which is
differentiable at x = a Evaluate

ijf(a+%)—1<f(a)

Jj=1

lim n

n—o00

@ - f'@ ®) (K +1)f@)
© “EE @ @ f'@)
Let {x,}" beasequence of real numbers. Pick

out the cases which imply that the sequence is
cauchy.

1
n+]| > o for alln

x,1+1| < % for all n

n+l|</2 for all n
n+l|>/2 for all n

Let h,(x)=

®) |x, -

1
—1 e and g, (x)=nx(1—x)"

for x €0,1].

@ {h,} converges

(b) {g,} does not converges

(© {h,}and {g,} converges pointwise but not
uniformly on [0,1]

(d) {h,}and {g,} converges pointwise and

also uniformly continuous on [0, 1]

Suppose that g'(x) exists and is bounded. Then

(a) g is continuous

(b) g isuniformly continuous
(c) g is not continuous

(d) g is constant
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155. The series Z( 1" —sm% is

n=1

(a) convergent

(b) absolutely convergent
(c) conditionally convergent
(d) divergent

156. The series ;( 1)y’ Mw
(a) convergent
(b) absolutely convergent
(c) conditionally convergent
(d) divergent
157. The function ./ (¥) = xsin %/; if x>0 and
f(0)=0is
(a) continuously differentiable
(b) differentiable but not continuously
differentiable
(c) not differentiable
(d) None of the above

158. The function f(x) =| x [* is

(a) continuously differentiable

(b) differentiable but not continuously
differentiable

(c) not differentiable

(d) None of the above

159. Let {g,,} be a sequence of real valued

continuous functions defined on [0,1] and

assume that g — g uniformly on [0,1] . Then

hm fgn(x)dx—fg(x)dx
hm fg”(x)dx>fg(x)dx

(d) f g(x)dx =1

OB.17
1 2
160. lim e“4dx
-1
(@ 2 (b1
© 0 (d)
. nx’ +3
161. Evaluate m | — dx
noees X0+ nx
(a) 4 (b2
(© 1 (do
162. The function f(x)= xsin|x]| is

(a) continuously differentiable

(b) differentiable but not continuously
differentiable

(c) not differentiable

(d) None of the above

163. Sum of the following infinite series
1 5 n 5.8 5.8.11
6 6.12 6.12.18 6.12.18.24
@ 5% 1 ) 5[+ -1)
© 2-1 (d 0

. 5 Scotx+ cosecx

164. hn})(l +3x7)
@@ ¢ (b) log6
(© 1 (do

165. The series Z(V3 n’ 41— ”) is
n=1

(a) convergent

(b) absolutely convergent

(c) conditionally convergent

(d) divergent

1 3 5 7

. + 4 + +. 1
The series 123 234 345 456 '

(a) convergent

(b) uniformly convergent

(c) conditionally convergent
(d) divergent

166.

167. Let g, & be continuous on a closed interval
[a,b] with |A(x)[>0 for xe[a,b] suppose
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g, — g and h, — h as n — oo uniformly on

la,b]. Then

g

gll
=L
h h

1
(a) n is defined for large n and

n

uniformly on (a,b) as n — oo

)14)5

1
(b) Zis defined for large n and i i

n

uniformly on [a,b} as n — oo

g, 8 . .
(¢) 5, 7, iscontinuouson (a,b)as n— oo

8. g
(d) Z — 7, is unbounded on (a,b)

168. The geometric series
> 1

St
= I—x

0

(a) converges on (a,b)

(b) converges uniformly on any closed interval
la,b]C (1))

(c) diverges

(d) converges on [a,b} c (L1

sinxsiny
169. . oo 4y 1s
@ 0 (b)1
(c) 2 (d) does not exist
. X +y4
lm .
170. (52)—(0.0) xz +2y4 1S
@ 0 (b)1
(c) 2 (d) limit does not exist
xZ +y2
B
171, 8D = sinyx’ 47 i
0 (x,») =(0,0)

(a) differentiable at (0,0)

(b) continuous at (0,0)
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(c) notdifferentiable at (0,0)
(d) limitexist

2. s+ -1

(@ 2 (b1
(¢ 0 (d) oo
7

173. | logtan6d6 =
(@ 1 (b)0

© @ 7,

The series Z(”% =" is

n=1
(a) convergent
(b) absolutely convergent
(c) conditionally convergent
(d) divergent

174.

175. The series i@ is

n=l
(a) convergent
(b) absolutely convergent
(c) conditionally convergent
(d) divergent

n

176. The series »_(—1)" is

n=1 n+1

(a) convergent
(b) absolutely convergent
(c) conditionally convergent

(d) divergent
If a> % then

|xy " log(x* +»*) ,(x,») = (0,0)
0 (x,»)=1(0,0)

177.

g(x,y) =
is
(a) differentiable at (0,0)

(b) not differentiable at (0,0)

(c) limitdoes not exist
(d) none of the above
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178. g(x,y) = M is
(a) differentiable at (0,0)
(b) not differentiable at (0,0)
(c) limitexistat (0,0)
(d) continuous at (0,0)

=1
ZT is
n=1

n

179.

(b)diverges
(d) decreasing sequence

(a) converges
(c) not bounded

180.Let f: 4 — R and assume that g is bounded
function on 4 C R.

(@) If lim f(x)g(x) =0 then limg(x)=0
(b) If lim f(x) = 0 then lim f(x)g(x) =0
() If lim f(x) = g(x) then limg(x) =c

(d) If lim f(x) = g(x) then limg(x) =0

g =Y is

(2) uniformly continuous on [0,1]

181.

(b) not uniformly continuous on (0,1]
(c¢) uniformly continuous on (0,1]
(d) continuous on [0,1]

182. Suppose that g is an infinitely differentiable

function which satisfies g”+ g’ —g=0. If
2(0) = g(a) =0, then

@ g(x)=0 forall x€[0,q]

(b) g(x)=0 forall x€[0,q]

(¢) g(x)<0 for x&(0,a)

(d) g(x)>0 for x&(0,a)

183.If g is differentiable on an interval where

g'(x) = 1 then

(a) ghastwo fixed point
(b) ghave at most one fixed point

184.

185.

186.

187.

188.

OB.19

(c) ghas three fixed points
(d) ghas infinitely many fixed points.

Let {al,az,...} be an enumeration of Q. For

each n € N, define

o y ifx>a,
nx:

0 ifx<a,

and g(x):an(x). Then which of the

n=1
following imply true?
(a) g(x)isuniformly convergent on R
(b) g(x)isnot monotonein R
(¢) g(x)is continuous for x € 0
(d) g(x)isdivergent.

Find te coefficient y’ in the Taylor series

expansion of the function

Jx)= log(x +VI+x ) about the origin

(@) -5/112 (b) /10
(© 1 (d)104
Let f:R— R be differentiable at x=a.

Evaluate ,}L%{f(a+%2)+f(a+%z)+...

+f(a+%2)—nf(a)}

@ 1(0) ® Y1\ @
© f(a) @1
Let f:R— R be continuously differentiable

Evaluate: H?c % kz”: /! (%)
=1

@ 1O (®) fM—£(0)
(01 (d) oo
Assume that p> (. Let xl:\/z and let

x,,, =+/b+x, forall n>1. Then
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189.

190.

191.

192.

(b) discontinuous

(@) x <1++/b and that (x") is increasing . .
" (¢) uniformly continuous

(b) (x,)is diverges (d) jump continuous
() limitof (x,)is0 sinx )/
193. lim[ ]
(d) (x,)is decreasing oL X
(a) log6 (b)1

Leta,be R with g < p. Let (g,,) be sequence p
of continuous real valued functions that © 0 @
converges uniformly on |a,b|. For every n € w n

{ } 194. limLZZ:\/nz—k2

n—oo p =1

h,(x) = | p
let /2,{* [g @ % (b)%

(@) (h,)converges uniformly on [a,b] (¢ 1 (@0
(b) <hn> diverges 195. Compute f(x)s f‘n (x) = }Lrg nzx(l - x2 )n where
(c) (h,) converges pointwise on (a,b) 0<x<I
@ 1 (b0
(d (h,,) converges on (a,b) (c) 2 (d)
For every n € w and every x > 0 but 196. The interval of convergence of the series
=\ log(n+1)

S 8D x5y
g,l(x)—1+xn~ ; /—n+1 1s
(@) <gn> converges pointwise but not uniformly (@) 4<x<6 () 2<x<6

() 5<x<6 (d4<x<6
on [0, oo)

(b) (g > converges uniformly but not poinwise 7 sin® xdx

" y 197. Evaluate f -

p SInx-+-cosx
on (0,00)

(©) <gn> does not converges (@) 1 (b) %log(\IZJrl)
(d) (g,) converges on (0,00) © 0 @ 21
a € A isisolated iff 198. If g and 4 are measurable functions then
(a) ifthereis ¢ >0 B(a;e)NA= {a} (a) theset {x 1g(x) = h(x)} is measurable.
(b) ifthereis e <03 B(a;e)UAd= 4 (b) the set {x g(x)< h(x)} is measurable
(c) ifthereis § >0 B(a;6)\ A= {a} © {x:g(x)=hx}{x:g(x)>hx)},
(d) ifthereis 6 <05 B(a;0) = {a} {x cg(x) > h(x)} are measurable
A differentiable real valued function on R with (d) the set { x:g(x)= h(x)} is not measurable
bounded derivative is
(a) continuous 199. Let g, be a nonegative measurable functions
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(@ If g, — g and g, < g forall nthen

e[

(b) If g, — gand g, > g for all nthen

[
(c) Iffg,,*fgthengn%gandgnZg

@ 1f [g,— [gthen g, — gand g, >0 for
alln

200. Let S and T be nonempty bounded subsets of R
with § ¢ 7. Then

(@ inf7 <inf S <supT <supS

(b) inf7 <inf S <supS <supT

(¢) sup7 <supS<inf7 <infS

(d) sup7 <supS <infS<infT

201. Let f(x) be a periodic function.

(@) If thlo J(x) exists then f(x) is a constant
function.

(b) If thlo J(x) does not exists then f(x)is a
constant function

(c) thlo S (%) does not exist

(d) If XILH; JS(x) exists, then f(x)is a non
constant function

202.Which of the following function is uniformly
continuous

@) f(x)=e"on [0,00)
(b) f(x)=xsinx on [0,00)
(¢) f(x)=Inxon (0,1)
(d) f(x)=+x on [0,00)
203. Consider a function f{x) whose second derivative
f"(x) exists and is continuous on [0,1].

Assume that f(0) = f(1) =0 and suppose that

there exists 4>05 | f”(x)|< 4 for x €[0,1].

204.

205.

206.

207.

208.

OB.21

and |f/(x)|S% for

(a) ‘f’(%)‘ S%

0<x<l1

(o) ‘f(%)‘gf and |//(x)|<44  for
0<x<l1

(©) |f’(x)|§g and |f'(1)< 4 for 0> x>1

HORAVA

@ |7 ()<

cosec2x

li{r&(l —sin xcos x) =

! 1
@ 7 (b) log
(© 0 (d) >0

I &
Jim 52k
@ 6 ® %
© 0 (A1

> , COSnx
The series Z(*l) T,X ER i
n=1

(a) convergent

(b) absolutely convergent
(c) conditionally convergent
(d) divergent

= n
—1”
;( ) n+2
(a) convergent
(b) absolutely convergent

(c) conditionally convergent
(d) divergent

0 ifxe[ablNQ

Let 0 < g < band /& :{x ifx €[a,b] is irrational

Find the upper and lower Riemann integrals of
f(x)over [a,b]

(@ L(P,f)=0and U(P,f)=b—a

(b) L(P,f)=aand U(P,f)=0b
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0B.22

209.

210.

211.

() L(P,f)y=band U(P,f)=a—b

(d) L(P,f)y=0and U(P,f)=a

Let f:[a,b]— R be a Riemann integrable
function. Let g :[a,b] — R be function >

{x €la,b], f(x)= g(x)} is finite. Then which

of the following is true?

(a) ]f(x)dx = ]‘g(x)dx
(b) ]f (x)dx = j g(x)dx

© |f feax

< ]g(x)dx

(d)

]f (x)dx| = ]g(x)dx

1 <
Consider the function &(*) = {0 l<x<2

G(x):fg(t)dt on [0,2] .Then

(@) G(x) is continuous
(b) G'(x)= (x) for x €(0,2) with x =1
(¢) G(x)iscontinuous and differentiable expect

atl

(d) G(x)is dicontinuous

[ KK ]
. k
Find the sum of the series ZIHM
= K(K+1)
In(n+1)
S =
@ >, n+1
()5, = 2D
n-1
In(n)
S =
© S =—=,
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212.

213.

214.

215.

216.

217.

Analysis

In(n+1)
S =——=
@ = n—1
Suppose that >_x, is a series of positive terms

which is convergent. Then

(@ fo and > ./x,x,,, areconvergent
(b) Xx’and Y/x,x,., aredivergent
(© fo is convergent and >_,/x,x, ., is

divergent.
(d) >/x,x,,, is convergent fo is divergent

Every convergent sequence in a metric space.
(X,d) is

(a) cauchy sequence

(b) convergent sequence

(c) divergent sequence

(d) bounded sequence

For what values of P does the following series
converge?

R N
AT
(@ P<0
() P>0

by P=0
d P<1

CoSnc

The series Z(* 1" 2

n=l n

where o€ R is a

fixed real number

(a) absolutely convergent
(b) convergent

(c) uniformly convergent

(d) divergent

Th series Z(* 1)”% is

n=l1
(a) convergent
(b) uniformly convergent
(c) absolutely convergent
(d) divergent

Consider the sequence { f,,} defined by

fo(0) = :—x for x €[0,2]
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Analysis

218.

219.

(a) The converges is uniform on [0,2]

(b) The converges is not uniform on [0, 2]
(© lim 7, =TIfor x€[0,2]

(d) The convergence is uniform on [0, 1]

Suppose that {g,,} is a sequence of funtions

defined on D and {M"} is a sequence of

nonnegative numbers such that | g (x)[<M,

for every x € D forevery ne N. Then

(a) if ZMn converges then Zgn(x)

n=0 n=0

converges uniformly on D.

(b) If Zgn(x) converges then ZMn

n=0 n=0

converges

(o) If ZMn diverges then Zgn(x)

n=0 n=0

converges uniformly on D.
@ If Z 8,(x) diverges then ZM » CONVerges
n=0 n=0
Which of the following is uniform convergence

@ g,(x)=nx"(1—x)on [0,]]

00

) Z cosngnx) on R

n=1

00

x}’l
(©) Z; on R

n=1 .

OB.23

@ > Smjg") 0,24]

n=1

220.Let g, :[O,l] — R be continuous 3 {g"} are

221.

222.

unfiromly bounded on [0, 1] and the derivatives

g exist and are uniformly bounded on (0,1).
Then

(@) g, is a divergent subsequence

(b) g, hasauniformly convergent subsequence
(c) g, has convergent subsequence

(d) None of the above

Foreach n >1,let f, beamonotonicincreasing

real valued function on [0,1] 5 the sequence of

functions {fn} converges pointwise to the

function f = 0. Pick out the true statements from

the following

(a) If the functions f, are also non-negative
then f, must be continuous for sufficiently
large n.

(b) f, converges to funiformly.

(c) f, diverges

(d) None of the above

The sequence of functions {nzxze"”‘} over the

interval (0,00)

(a) convergent

(b) uniformly convergent

(c) notuniformly convergent
(d) None of the above
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OB.24

Analysis

L (¢ 2 ()
1.b)  12.(a)
21.(a)  22.(0)
31.(a)  32.(b)
41.(c)  42.(b)
51.(a)  52.(a)
6l.(a)  62.(d)
71.(c)  72.(b)
81.(c)  82.(abc)
91.(b)  92.(c)
10L.(b)  102.(c)
1@  112.(c)
121.(a)  122.(a)
131.(b)  132.(b)
141.(c)  142.(a)
151.(c)  152.(c)
161.(a)  162.(a)
171.(c)  172.(a)
181.(b)  182.(a)
191.(a)  192.(ac)
20L(b)  202.(d)
211.(a)  212.(a)
21.(b)  222.(c)

3. (a)
13. (b)
23.(b)
33.(c)
43.(b)
53.(c)
63. (a)
73. (a)
83. (a)
93. (a)
103.(b)
113.(c)
123.(b)
133.(a)
143.(a)
153.(c)
163.(b)
173.(b)
183.(b)
193.(d)
203.(a)

213.(a)

4. (a)
14.(c)
24. (a)
34.(b)
44. (a)
54. (c)
64. ()
74. (b)
84. (a)
94, (a,c)
104.(a)
114.(a)
124.(b)
134.(d)
144.(b)
154.(b)
164.(a)
174.(a)
184.(a)
194.(b)
204.(a)

214.(c)

5. (a)
15. ()
25.(d)
35.(a)
45.(c)
55. (b)
65. (b)
75. (b)
85. (b)
95. (a)
105.(a)
115.(c)
125.(b)
135.(b)
145.(c)
155.(b)
165.(a,b)
175.(a)
185.(a)
195.(b)
205.(b)

215.(a)

6. (d)
16. (b)
26. (b)
36. (b)
46. (a)
56. (a)
66. (b)
76. (d)
86. (a)
96. (a)
106.(b)
116.(b)
126.(c)
136.(c)
146.(a)
156.(c)
166.(a)
176.(d)
186.(b)
196.(a)
206.(b)

216.(c)

7. (a)
17. (b)
27. ()
37.(a)
47. (b)
57. ()
67. (a)
77. (a)
87. (a)
97. (b)
107.(b)
117.(c)
127.(d)
137.(a)
147.(a)
157.(c)
167.(b)
177.(a)
187.(b)
197.(b)
207.(d)

217.(b)

8. (b)
18.(c)
28.(¢)
38.(a)
48. (a)
58. (d)
68. (d)
78. (b)
88. (b)
98. (¢)
108.(a)
118.(b)
128.(d)
138.(a)
148.(b)
158.(a)
168.(b)
178.(b)
188.(a)
198.(c)
208.(a)

218.(a)

9. (o)
19. (a)
29. (a)
39.(c)
49. (b)
59. ()
69. (a)
79. (b)
89. (d)
99. (c)
109.(b)
119.(a)
129.(b)
139.(a)
149.(b)
159.(a)
169.(d)
179.(a)
189.(a)
199.(a)
209.(a)

219.(b)

10. (d)
20. (d)
30. (b)
40. (b)
50. (c)
60. (a)
70. (d)
80. ()
90. (b)
100.(d)
110.(b)
120.(c)
130.(b)
140.(d)
150.(b)
160.(a)
170.(d)
180.(b)
190.(a)
200.(b)
210.(c)

220.(b)
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EXPLANATIONS

sin(nt . 1 1
1. ¢) /. :En%.AS |sin(mt) [<1, |a, \S;. '.'Zn?converges. So X, |a,| converges by

sin(nt 0y’
comparison test " f, =2, n(2 ) converges absolutely. &, =2(—1)"2" . For nc N,—n* <—n

—0<2" <2and so Z| (=D"2™" | converges by comparison with the convergent geometric

n=1

series ZTH .. g, converges absolutely.
n=l

2. (a)Lete >0, choose 5:%- Given x,y€X with d(x,y)<dé we can find ze M so that
d(x,2) <dist(x, M)+ 5. - dist(y.M) < d(y.2)..

dist(v, M) < d(y,2) < d(x, ) +d(x,2) <O-+dist(r, M)+ < dist(x, M)+,

Thus dist(y,M)—dist(x,M) < €. Reversing the roles of X,y in the above argument gives
dist(x, M) —dist(y,M) < e =|dist(y,M)—dist(x, M)|<e, So,the function is continuous.

3. (a)Consider f(x)="h(x)e’™, f(a)= f(b)=0.SobyRolle’sthecorem f’(x)=0 for some x € (a,b).

But f'(x)=h(x)e’™ j'(x)+ 1 (x)e? =€ [h(x);'(x)+h(x)], &® =0

| 1
4. (a) Cosider the function E Rewrite this as a composite function # = T and g = g(x)then hog=1/g

h is continuous on every point except 0 and *.* g(x) > k > 0 we know / is continuous on the range [c, d }
where g ([a,bD C|e,d]. -.- The composite of a continuous and integrable function is integrable.

.. hog isintegrable on [a,b} which means 1/g is integrable on [a,b] .

5. (a) The graph gis a sawtooth which is1 at each integer, a narrow triangle near each integer, and 0

oo 00 1
otherwise. The sum >_ g diverges; yet each triangle has are 2™, so f g(x)dx = Zz_n =1
1

n=1

6. (d) The ball is clearly closed and bounded, but not compact, consider the sequence (xn) in B where in
each x, is a sequence of all zeros, except for a 1 in the n” position. Whenever n = m we have
||x, —x, |l.=1, so that no subsequence can be cauchy, let alone convergent.

7. (a) . x, <z, foreveryn .Then liminfz, <limsupz, <liminfx, <liminf z, .Hence

limsupz, =liminf z, and so limz, exists.Similarly limsupx, > liminf x, > limsupz, > limsupx,.



BE.2

12.

13.

17.

20.

21.

Analysis

Hence limsup x, = liminf x, and so lim x, exists. Moreover lim x, =limsup x, =limsup z, =lim z,

By squeeze theorem we get the result limx, =limy, =limz,
b)Fix ¢>0andfind N>n>N. =na,, =|na,,|<%,. Now for n>2N we can find
2

mzN> %Smé%. Hence |ma,, |<% Since x, 1is a decreasing sequence then

1
| ma, [ ma,, |<% Hence |na, |<|3ma,|<e, . n<3m. Thus limna, =0 Suppose that Zn_S

. 1
converges. Then 0= hm”[?] —limn"*. Thisis falseif 0 < § <1. Hence Z%s diverges.

(a) The function g is uniformly continuous on [—1,1] because it is continuous and [—1,1] is a compact
set, so it is uniformly continuous. g does not satisfy a Lipschitz condition, suppose for a contradiction

that there is some M 3|\/| x| —+/| ¥ | KM | x—y| forall x,y €[—1,1]. Take y =0and x> 0, so
Jx < Mx forall x> 0. Butthen Az >1/+/x forall x >0, which isimpossible.

1 €
(a)8(x) = {0 );ggé,lf P={x,,x,,....x, } isapartition of [a,b] then V (g, P) = Z|g(xi)—g(xi7, )| .In

particular, if the x, are taken to be alternately rational and irrational, then V' (g,P)>n—2. For any

6> 0, take a partition P with | P|< dand V(g,P) > N for any given natural number M. It is clear thatno
value of L can exist. .". g(x) is not a bounded variation.

(b) Ifgis Lipschitz, then we havesome M >0 > forall x,y. | g(x)—g(y)|< M |x—y|. Then we have

g(x)—g(y)
x—y

that |&'(x)] =1lim <M.

y—x

(d) Let y bealimit point of {x gx)= O}. So there is a sequence {yn } 2y, € {x 1g(x)= 0} for all n and

lim y, = y. Since g is continuous. .~ &(»)= nlijgg(yn) = 3520 =0. Hence, y€ {x 1g(x)= 0}, o)

n—o0

{x 1g(x)= 0} contains all its limit points and is closed subset of R.

(a) By Jordan’s decomposition theorem, the function g can be represented as the difference of the non-
decreasing functions i and 4. (i.e) g =i—h. Since i and / are non-decreasing, their derivatives exist
almost everywhere and are non-negative.

Using the formula Vig=V'i+V'h
b b b b
f|g'|dx:f|i'fh’|dx§f|i’|dx +f|h'|dx
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Analysis BE.3

b b
= [i'ax+ [Wax=ib)~i(a) 4 pp)— h(a)
=V'i+V'h
— I/abg

gx)—gy)
x—y

22. (c) Fix yER. Forx=y <Jx—y]

So, —|x—y] <Jx—y|

< 8x)—g)
B y

}f}_ |x=yI=0 and 1333 | x = 1= 0 The squeeze theorem for limits implies that

lim & =8 _ o
X—y xiy

Thus, g is differentiable at y and g’(y) = 0. Since this holds for all y € R, g must be constant.

25. (d)Foranyx, y wehave g(x)’ —g(»)’ =(g(x)+g(1))(g(x)—g(y)) <2M(g(x)+g(»))

Let P= {a =x, <x <.<x,= b} be a partition of [a,b} .Forany x,y € [x,.,xl.ﬂ]

then g(x)’ —g(»)’ <2M (g(x)+g(y)) <2M Sup ]g(t)—tqigfﬂ]g(t) denote the number on

the right by c. Then for any x € [x,. , xm}
g(x)? —c < g(y)*forall y€[x,,x,,,]

= g(x)z —cs te[ixl:l,gﬂ]g(t)z forall x € [x""x"“]

8 e it g0 rall xelsn,)

sup g(t)° §c+[6[inf ]g(t)z

telx; x|
sup g(t)’ — inf g(t)’ o
and thus ,e[x,.,i,]g” b 2 <am [,e[sf,fﬂ]g(t) ,eﬂf,‘,i.]g(f)]

We conclude that U(gz,P)—L(gz,P): Z[ sup g(1)° _,Eﬂf{xf I]g(t)z] (length of [x,,x,,])

1€]x;, %44 ]

<2M

sup g(t),e[iﬂf,ﬂ]g(t)] (length of [x,,x,,,])

re[x, ,x,,l]

=2M[U(g,P)—L(g.P)|
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g()

x

g() o

28. (c)Let g:(—1,1)— R, lim====LeR limg(x)=0. . By L’Hospital rule, lim=—=

g( ) g(0)

= lim

x—0

g'(x)—0as x—0, 8 "(0)= , because lxlf(} g(x)=0and g is continuous.

g(x)
X

This limit exists since g is differentiable. By L’Hospital rule we get & '(0)= hm

x—0

g(X) i€ ®
1

/ ' /
So, g'(0)=0. .~.g"(0) =lim% =g _ g _,
X— x

x—=0 x

<
29. (a) sup f |h" |dx - f g [ dx . To show that alm f gl dx= This is simply a consequence of

[h, 1= a lglza |gl>a
the Lebesgue dominated convergence theorem applied to &a = | g|12u | &1 which is dominated by |g].

Consider /,(¥)= +1] This is clearly uniformly integrable. (Choose « >1)but if g is a function

5g>h, forall nthen g >1on [1,00). Hence g is not integrable.

g"(c)
2

31. (a) Taylor’s theorem gives g(y) = g(x)+g'(x)(y —x) + (¥ — x)’ for some ¢ between x and y.

g()hz g(c)hz

Lety=x+h, gx+h)=g(x)+g' (x)h+ —g'(0h=g(x)—g(x+h)+

g”(c) h2
2

Taking absolute values |g’(x)h| < |g(x)| + |g(x + h)| +‘ If M, =sup {|g/(x)| IXE (a, oo)}

M
then|g’(X)h| <2M, +72 |hP;p —dac<0. 4|g'(x)P —16M,M, <0 . Thus

|g'(x)P<4M,M, - Thisis true for any x € (a,00) we can take the supremum over x on the left and
we get M Iz <4M M, . Hence the result.
36. (b)Let xy=1.Then 0 =K =¢" =¢c+1-S0, K =—1.Tofind f(x) take the derivative of both sides and

use the Fundamental Theorem of calculus f(x) = 2(x — 1)30“”2

D— £
37. (a) By the Mean Value Theorem there are points a €(0,1) and b €(1,3)> f(a)= PAORFAU] i_ g( ) _
3 1 6
and f'(b)= At ; — AU =5 =3, Therefore applying the Mean Value Theorem, f’ we find there
b a 7 7
isapoint ¢ € (a,b)> f"(c)= Al ;_f @ _ = >§>0.
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Analysis BE.S

38. (a) ¢(y)= y% is continuous on R, so > = ¢(f”) is Riemann integrable because it is a continuous

function of a Riemann integrable function.

40. (b)SinceKis C'then3 M>0 > | K(x)—K(y)|[< M |x—y|forall x,y €[—1,1].Take M =sup | K'(x)].
Hence for any partition x, < x, <..<x, . Then we have | K(x,)—K (x_, ) K M X | x, —x,_, [<2M

Hence K is of bounded variation on[—11]

k
41. (c) Beingby fixinga partition I" = {xi }j;o ofinterval [a,b], V1&,:4,0] = S‘;PZ| g,(x)—g,(x_)IsM

i=1
for all n. Further more g, — g pointwise,

k k
Vigia.bl=sup) | g(x)—g(x,)| =suplim | g, (x) g, (x )< M
i=1

i=1

45. (c)Let £>0. Since (f,) convergesto 0 pointwise 3 N, M > | £, (1)|<e for n > N and | f,(3)|< e for

n> M .Now, since each f, is decreasing, we have f, (1) > f, (x) > f,(3) forallnand x & [1, 3]. Thus for

£, <e.

g
x b

. (1 . . . (1
—|x[<xsin [—] <Ix|. Also lim—|x[=lim|x[=0. By the squeeze theorem hmxsm[—] =0.
X x—0 x—0 x—0 X

n>max{N,M}, wehaveforany x€[,3] =< f£,3)<f,(x)<f.()<e. So

~.(f,) converges uniformly to 0.

(1
x2 s1n[ o,
x) =limx” sin

x—0

48. (a) lim

x—0

g(x)—g(0)
x—0

exists and is finite, j, & (x)—20) _ lim
x—0 X — x—0 X

g,

.. g is differentiable at x — 0 and &'(0) = lhlir(} .

49. (b)Ifx=0; clearly 14+0<e” =1 assume x = 0. Let g(y)=1+)" and  h(y)= e for ye [0, x].

g and A are continuous and differentiable on [0, x], so by Cauchy’s mean value thorem, there is some

g —g0) _g'(x 41 2 _ 1 _1_,
¢ between 0 and x such that W) —h(0)  H(x)° thus o 1 (20 & ¢

Itistrue forany x=0. - x> <e' —1=14x* <e' forall xeR.

lg(x)—g(y)]

|x— ] = |x —y| . Taking limit as x — y yielding g’(y) = 0. This holds

51. (@) Forx=y,

for every y € R, so that g must be constant.

53. (c) Since g(a) <0, Wis a bounded non-empty subset of [a,b} . We have w =supW with x <w <5 for
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56.

57.

60.

61.

62.

63.

all x e w. To showthat g(w)=0. Suppose g(w) = 0 then either g(w)>0or g(w)<0
If g(w) > 0then Janeighborhood V;(w)=(w—6,w+ 6)ﬂ[a,b] 2 g(x)>0 forall x € Vy(w).
In this case x <w—6 <w if x € W and thus wis not the least upper bound of W. We get a

contradiction. If g(x) < 0 then by a similar argument, we can find a neighborhood

Vi(w) = (w—8,w+8)N[a,b]> g(x) >0 forall x € ¥;(w).In this case we have V,(w) CW and thus w
is not an upper bound of W, We also get a contradiction. This shows that g(w)= 0.

(a) Let X, = {x eEN,r> O} and let x, =minX,.Let X, = {n €N;n>n, andr, >r, —H} and let
n, =min X,. Continue in this way to get ny,n,,... so in  general
n, = min{n EN;S>n_, andr, >, —H}.Then (r,,‘) is an increasing sequence. Also for
e=Y,

limr, =-+o0.

h —r”q‘>€ for all p,q = (rni\ ) is not cauchy, so it diverges and 7, > 0 for all n,. Thus,

(¢) " g(x)=0 on [a,b} the function 1/g is defined and continuous on [a,b} .Here thereis M > 0 so that

1 1 ¢
%<M for all x. g(x)>ﬁ> 0 forallxin [a,b]. Let D ={a,b}. Then L(f,D)Sff-

b
1
However L(f,D)>H|b—a|>0_ .'.fg(x)dx>0.

(@) Given € <0, letNbe s n>N = |xn —0| < &’ (such an N exists since limS, = 0). But then
n>N,=x, <c, Hence \/Z <e, hence‘\/x_”—o‘ <e = lim\/z =0

(a) Given M >0, let N,besn> N, = a, > b suchas N, exists since lima, = +o00.
Let N =max{N,,N,}. Then n>N= M <a, <b, so limb, = +oc.

(d) Suppose that the sequence is equicontinuous 3 a § so that for anyrand x,y € R with |x—y|<§

sin

10‘<6
2n i

T T .
| sinnx—sinny|<1. Letn be solarge that — < 0 . Then ”5] - Sln(”~0)‘ =1

a contradiction. The family is not equicontinuous.

(@) Let x, €(0,1), M@ ="h, o)+ [ ) @ gy, ,1).

Xo

. . / {
Takethelimitas n— oo A0~ h(x) = lim(h ()~ h,(xy)) = lim [h@de_ [ feodu

Because uniform convergence allow for interchaning the limit with the integral.
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67.

70.

71.

73.

The equation h(x) —h(x,) = ff(u)du .
= h'(x) = f(x) for any x € (0,1).
Let ()= lim f(x—9),
/()= Jim £(x+6)
These one-sided limits exist because f'is monotone and lence, f(x—9) < f(x) < f(x+ ) Moreover,
these limits are finite, because f(x—06) < f (x) < f(x) < f.(x) < f(x+6) . fis discontinuous at a point

xiff f(x) < f, (x). Since rational points are dense in R, there is a point g, € ( )+ 1 (x)) N Q. The

mapping x — ¢q, is injective; since if x, <x, are two different points of discontinuity, then
< flNTx/| < S
q, < f (x1>_ f = S (xz) <4,, and hence ¢, =4, - Thus we constructed an injective

mapping from the set R, ofall discontinuties of fto Q and Card (R /.) < Card (Q).

= f cannot have more than countable number of discontinuities.

2
f logxdx _ (logx)
X 2

(d) We can integrate =+ ¢ use comparison test. Notice that for » > 3,

logn 1
E% S 250 for n>3.
n n

log(n) >1 Hence

logn

1
Since Z;diverges = 2 diverges

n

c)For ¢, =1 and any § > ( thereexist x,y€R3lx—y|<dand |x*—)* |<1. To find x and y, let
0 Yy Yy Y y Yy

X —(x+%)3

y:x+%.Then |x* =y =

3,03 5 &8 3,
==x6+=>x8" +—>=x"8 which i i
2x 4x 2 2x which is equal to 1 if

X = 2 F §>0, let x= 2 d let *x+é Th | x— I*é<6 d
35 - Yor any §>0, le 35 ond le y 5 Then = an
3 3 36 2 . . .
|x" =y > 796 =1=¢, sofis not uniformly continuous.

(a) Claimthat 4 < ! for n>6. Let n=6. Then 6 =216 < 720 = 6!. Hence this case is true.
Assume that g? < k! for some K >6. Then (K41 =K’ +3K*4+3K+1<K!3K*>+
3K +1< K+ K!...+ K!Where there are K + lsummands. Then (K +1)’ <(K+DK!= (K +1)!,
snd<nlforall n>6.

2 2 2
n| n n 1 1 n?

= e mi=0 s im =0
n! n n n-oop n—oo

So, [,
> | n!
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7an+l hm(l—a"“) lflima”l
l' 1 "N = 1 _—_— - =  —_—_ 1 : n __
74. (b) lim(I+a+..+a") = lim —a lim(1—a) [, Sincelal<l lima" =0.So

lim(l+a+..+a")=
n—oc l—a

87. (a) Toshow that forany £ >0 thereis 6>0 > X|L(G(q))—L(G(}))|<e if X|a, —b| < 6. Fix £ >0,
Since G is absolutely continuous, there is § >0 > 2| G(CZ,)—G(I?,)|<7M > la,—b |<6. For this

choice of § and >_|a, —b, |< § one can estimate

SIL(Gla))—L(GB)) < XM |(Ga)—Gb)|<e.

1
88. (b) Given xc X,if IN N> |g,, ()—g, (X)| < o forall n> N, then  {g,(x)} is cauchy, - for

2,00~ g, ()| < —— Let E =X

all Mem >M>N,nm>M = =

g,(0—g,,([>1/2"}

Then NZ;'“ (En) =1< *and so the Borel Cantelli lemma implies that (¢ almost every x € X liesin at
S

1
most a finite number of the E,’s. . for u almost every xe X IN2|g,(x)—g,., (x)| < Yl for all

n>N... {gn (x)} is cauchy and convergent. The sequence {gn (x)} converges for 1+ almostall x € X .

89. (d) To find a Cauchy sequence that does not converges with respect to

1

0 xe[a,(b—a)/Z)
g,(x)= {nx—n(b—a)/2 x€[(b—a)/2,(b—a)/2+1/n)
1 x€[(b—a)/2+1/n,b) '

0 x€la,(b—a)/2)
This converges to the step function & (x) = 1 xe[(b—a)/2,b) which is not continuous. The

sequence |g, —g"l, then this is a Cauchy sequence but it converges to a function outside of C ([a,b}).
So ([a,b]), *||, isincomplete.
, 9 9 1 & 1.
90. (b)Given >0, Let N:?. Let x € R and n>N=€—2.Then ;<?, So E<A
3 142 cos’ (nx) 3
ﬁ< €, gn('x)70| = T*O §$< €. Thus g, — g uniformlyon R.

95. (a) Consider the function f'(x)— g(x) which is also differentiable. It derivative f'(x)—g’(x) =0.
Thus f(x)—g(x) is constant. So f(x)—g(x)=k forsome t ¢ R. Thus f(x)=g(x)+k
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96. (a) Using2casesif ¢ =0 orif ¢ = (. If ¢ =0 the ¢.f, =0 is the constant 0 sequence. Thus, it converges

to 0 = (.q asdesired. Assume that /= 0, given ¢ >(), since f, —a then I N> forall > N

|fn*a|<%|.80foralln>N |€.fn—€.a|:|€(fn—a)|:|€|.f"—a|<§. So L.f, —la

97. (b) To prove that 0 is not an isolated point. Let £ > 0. By the Archimedean principle, there exists an

1 1
n€z, > 1<neandthus 0<;<5- Thus ;GB(O;é)ﬂT- So it is not true that

B(0;6)NT = {0}. Thus, 0 is not isolated and therefore T'is not discrete.

115. (c) The idea is that high p requires functions diverge slowly, but does allowas them to decay slowly as well.

1 )

For p>a , fxfadx<oo.while p<a, fxfadx<oo. So, x *x[0,1] isnotin z¢ for ¢ > p

0 1

while x *y[l,00) isnotin ys for g <p . - [P c [,

116. (b) The function disboundedon pfx A7 if 3 k>0 5 d(x,y)<kforall (x,y) e M xM (i.e) for all
M = sup d(x,y) <k

x,yeM

X,y € M. Hence, diam

118. (b) Suppose the series Z\/a_n converges. Then 3 anatural number N with \/Z <1 forall
n=1

n> N. It follows that a, < \/Z <1 forall >~ N and -- Z 4, converges. Hence, adding the

n=N-+1

~
finitely many terms a,,a,,...,a, to this sum we obtain that Z a, converges which is a contradiction.

n=l1
119. (a) Given any x € R by the density of rational numbers we can find a sequence of rationals
(rn ) > r, — x. Then by continuity of g,g(x) = limg(rn ) =0.

1 1

1
138. (a) 31&1@ sin” xdx = }erlcsin" xdx :f0dx -0
—1

—1 -1

1
3 l

139. (a) The sum of this geometrical series is = 5(1 - % + % - ) — i.l =1
22

o0
2 .
. Hence ZX » must converge since
n=N

143.(a) Fix Non>N=|X, |<1.Thenif n > N wehave X] <|X,

S y2 . . .
converge. Hence Z X, converges as well. Since we are only adding finitely many terms to
n=N

>|X,

the series.
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145. (c) Every one-point subset { y} of a metric space is closed, because the only possible sequence of points

in this subset is the constant sequence y, = y and this has limit y. Every subset X of M is the
complement of its complement x — ( X' )/ . Butsince M is finite, x!isclosed. -, ( X' )/ is open

146. (a) |an - b"| < 2 for everyn (by the triangle inequality). Hence the ;" element in the series is dominated

. . a -
by 2D Since S°27"Y — 2 the series converges. .". Z'"Z—n" converges

147. (a) 42 isanormed vector space over R with norm ||{x” }" (* = \|¥z*. The Cauchy-Schwarz inequality for

any {y,} €’ |g({yn })| S”{xn} (v}

continuous.

149. (b) Fix £ >(.Define G:[O,2p] — MasG(x)=g(x). [0,2p] is compact then 36" >0 5 if

- Hence, g is bounded by the constant ||{x,l }"[2 and so is

[{Z

x,y€[0,2p]and |x—y|<é, d(G(x),G(y))<e. Let 6= min{é',p} .Now fix any ¢, € R and
suppose that |a—b|< ¢ . Then 3 x,y€[0,2p]andk c€zs x+hkp=aand y+kp=>.

" g isperiodic then g(x)=g(a) g(y)=gb). |x—y|=la—b|< <4 then we have that
d(g(a),g(b))=d(G(x),G(»)) < e. Hence g is uniformly continuous

0 if x€[0,1)

c () = . .
153.(c) h,(x) converges to the function (x) {1 if x=0 pointwise. To prove this convergence is not

uniform. Since if the convergence were uniform then 4 would be continuous. This is not true. Notice that

g, (x) converges to the function g(x) =0 pointwise. If a € (0,1) then }LHJC na" = 0. The convergence is

not uniform. Let x, =1/(n+1) and notice that g (x,) = (n/(n+1))""". Hence,

g,(x,)=(1-1/(n+1))"" —1/e. Hence, limsup|g, — g oy = 1/ € where

(o 18 the sup norm. Since convergence in the sup norm is the same as uniform convergence, then

g, does not converge to g.
154. Let Mbe > |g'(x)| <M for all x. We claim that |g(x) — g(y)| < M|x— y| for all x,y € R. Ifitistrue then

g would be uniformly continuous (since given € >0, the corresponding § would be %/I ) Suppose
that 3 x<y 5 g(x)—g(y)>M(y—x). Then by the Mean value theorem 3 z€(x,y)

g(»)—g(x)
El g/(Z)ZT- It follows that the |g’(z)|>M. This is a contradiction. Similarly

g(y)—g(x) <—M(y—x). Hence |g(x) — g(y)| <M |x—y]| forallx, y. .". g isuniformlycontinuous.
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X2 X2 ]
160. (a) For any x € [—L1], 34—1‘264—1§€A—1—>0 as n — oo. Given >0, 3 NeN >

n>N = <& Forall xe [— 1,1} . Since each e*%

YZ
6“4 —1‘ <

e% —1‘

1
64—1‘<€‘Hence nzNé

L, 1 - 1
is continuous on [~1,1]. ,7 is integrable on [—L1]. ,}Lrilofe = lim e S = fl.dx =2
. . 21

— 0as n — co. Given any

|nx? +3 | 3-xt| 34t 33 84
161. (a) For any x €[1,3], —X|=

<=
X +nx TP 4nxl n+l

X +nx _|x +nx|
84 nx’ +3 84
>N=|—I< n>N= —x| < <e
e>0) 3 neN s n= ‘nJrl‘ € . Hence © e nl for all x€[1,3].
2 2 2
nx"+3 ) ) nx-+3 . . nx"+3 .
S — X uniformly on [1,3}. Since each — is continuous on [1, 3}. L3 is integrable on
X +nx X" +nx X" +nx
3 ) 3 2 3 2P
1,3, lim [ g [ i +3dx:fxdx:x— —4
<] n—oo 71x +n_x 7]n~>oox +n_x ] 2 .

167. (b) Since | & |is continuous on [a,b} . By extreme value theorem, 3 x, e[a,b} E) |h(x)| > |h(x0)| > 0 forall

x €[a,b]. Let ¢ :|h(x0)|. Since h, — h as n — oo uniformly on

|a,],3 N, €N>n> N = |, (x)— h(x)| < % forall x€[a,b]. So

1
|h” (x)| > |h(x)|—% > |h(x0)|—% = % >0. forall »> N, and x € [a,b]. Hence 7, is defined

n

2
for large n. From the hypothesis, we know that forany e>0, 3 N, e Non >N, =|h,(x)—h(x) |< %s

h, () = h(x)|

1 1| @) —hx)| <

LetN:max{Nl,Nz}.ForanynzN. 7 - | hon < <&
h@ A | b @) | 5
1 1 1
Hence m converges uniformly to m as n — oo on [a,b}. Since g and , are continuous on

[a, b]. By Extreme Value theorem, they are bounded. = ‘% — % uniformly on [a, b}.

168. (b) Let ¢ = max {|a|.|p[} . "[ab]C(-LD, 0<c<L|x*|<c* forall x e N andall x €[a,b]
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S 1
ch =7 < 0. By Weierstrass M-test = The uniformly convergence of Zx i, on
k=0 k=0 -

any closed interval [a, b} c(=LD

|s1nxsmy| - |sin y| i i S0XSI0Y
169. (d) For each x =0, |72 e | =2 . Thus 0052 I for each y=0
sinxsin y |Sin y| sin xsin y sinxsinx _ 1 sin® x
< . limlim—————=0 — Z
x4y’ v Thus 35035 x4y -Since f(xx)= X’ +x - /
sinxsinx 1sin’x 1 o .
as x —0, f(—=xx)=—— T =52 T /pasx—0... The limit does not exist.
X +x 2 x
x2 + y4 x2 x2 + y4

170. (d) For each x =0, - 2 =1as y — 0. Thus limlim

=0 =0 x2 1 2" =1 Foreach y=0

xZ +2y4
4

ik SN A m . .
212 - 2, *A as x — 0. Thus ELO%LO 12y *A~Hence the limit does not exist.

171. (c) For any = 0 A :sin|h|7g() |h|

- The above limit does not exist as 7 — 0 g_(0,0) does not exist. Hence g is not differentiable at (0,0).

h,0 0,0 0
177.(a) Compute the partial derivatives at (0,0) . £,(0,0) = lim %— lim

h—0 h
and similarly g,(0,0) = 0. Thus, both first partials exist at (0,0). To prove g is differentiable at (0,0) .
a=(0,0)and B=Vg(a),

2\¢

W»+kt) .,
|g(h k) — 2(0,0) — Vg(0,0).(h, k)| | ik | [log(h® + k)| [ ] |1og(h +k )|

| [, m] N e

1 (Y*l
= 27<h2 + kz) % ‘10g<h2 + K )‘ — 0 as (hk)— (0,0). Thatis fis differentiable at (0,0)

2(1,0)~g(0,0) _ . 0

178. (b) Compute the partial derivatives at (0,0) . £,(0,0) = lim P - = 0
and similarly g (0,0) = 0. Thus both partials exist at (0,0).
gk =g0.0- VgD _ K e 0.0 o
||(h,k)|| m . e above limit does not exist as (4,k) — (0,0), g is not

differentiable at (0,0)
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180. (b) By hypothesison g, 3 M >0 satisfying | g(x)|< M forall x € 4. Given €>0 3

6>05 |x—c|<6:>|f(x)—0|<7M. Thus |x—c|<é=] f(x)g(x)—0<(e/M)M =e.

1
181. (b) Let ¢ —]and define sequences in (0,1] {x.}= !(nz +1)J and {y,} = {%} lim|x, —y, [~ 0 but

lg(x)—g,)| =ln"—n+1| =n(n—1)+1>1=¢ forall e N. So by the sequential criterion for

non-uniform continuity, g(x) = % is not uniformly continuous on (0,1].

182. (a) Suppose that g(c) = 0 for some ¢ €(0,a). If g(x) > 0 apply Extreme Value theorem to x € 0,4
= that g attains its maximum value at some d €(0,a). g(d) >0, g'(d)=0and g"(d)>0 .
We have (g” + g’ — g)(d) > 0 which contradicts. g” + g’ — g = 0. In conclusion g(x)=0 for all
X € [0, a}

183. (b) Suppose g has two fixed points x < y on an interval / where g’(x) = 1. "." g is differentiable on /.

gx)—g(y)

Apply the Mean value theorem to g on [x, y} to conclude that =g'(0) for some

¢ €(x,y). However g(x) = xand g(y) =y thus we have g’(c) = 1. Since this is a contradiction.

.. f hasno more than one fixed point.

1 -l
184. (a) By Weierstrass M-test | £, (x) |< > forall x e R and Z? converges to 1. Thus g(x) is uniformly
n=l1

convergent on R.

188. (a) Clearly x, > 0 assume that x, <14++/b
xil = (« |b+x, )2
=b+x,

<1+b+b
<1+2Jb +b

2
<(1++b)
Showing that x,,, <1 ++/b.

x <14 N , itfollows from the principle of mathematical induction that x, <1+ Jb foralln.

Again using principle of mathematical induction and show that x, ., < x, for all n.
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Clearly x, = \/b+x, > Jb = X,

Assuming that x,,, > x,

Xov2 =™ Xup1 :\/b+xn+l _\/b+xn

(\/b+xn+1 —\/a—l—xn).(\/a—s—xn+1 —\/a+xn)

Ja+x,, +a+x,

_ (b—i—xnﬂ)—(b—i—xn)
\/b+xn+l +\/b+xn

<'xn+l - xn )

= >0
Jb+x,., +b+x,

Hence, (xn) is increasing.

189. (a) Let ¢ >0, Thereis N € R if m,n> N and x €[a,b] then | 8,(X)—&,(X)[< 5(b_a) soif

m,n>Nand xE[a,b} then |hm(x)_hn(x)|: fgm_fgn = f(gm_gn) §f|gm_gn
b b e
§f|gm_gn| Sfb—a :ﬁ(b—a):s. So (hn> converges uniformly on [a,b]

190. (a) If 0 < x <1 then }Lfglo g,(0)=1, }LH; g, ()= % andif 1 < x then }15510 g,(x)=0.

1 0<x<l1
gx)=412 x=1
0 I<x

<gn> converges pointwise to . But each g, continuous at 1 and g is not, so

<gn> does not converge uniformly.

191. (a) If B(a;e)N A= {a} then in any sequence of distinct points of 4, all but at most one member must be
at distance >¢ from a. Thus no such sequence can converge to 4. Conversely, if every ball around

a meets 4 in a point other than a we can construct a sequence a, of distinct points of 4 tending to a
by the induction argument. Hence the proof.

192.(c) g: R — R be differentiable 5 | g’(x)|< M forall x € R. Forany £ >0 let 6:7M' Then by the

g —g(X)]
Mean value theorem if | y — x |< § we have for some ¢ between x and y W =g'(e)|<M

=lg()—gx) | y—x|M <M <e.--§didn’tdependonxory. .".& isuniformly continuous.
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198.(c) To show that {x:g(x) = h(x)} . Coniser the function f(x)=g(x)—h(x). Then
{x|g(x)=h(x)}={x| f(x)=0} = f7'(0). This set is measurable because the function fis measurable.
To show that {x 1g(x) > h(x)} consider the same definition of the function f(x) . This function f{x)
is measurable; moreover {x|g(x)>h(x)} ={x| f(x) >0} =/'([0,00)). .. Thisset is measurable as

well as {x 1g(x)> h(x)} following similar argument.

199. (a) Considering Fatou’s Lemma f g=< lllgl illl_f f &, . Appling again the Fatou’s Lemma to the function
g-g,20, [g—g, <lminf [g—g, Then —[g gliminf[—fgn} . [g>liminf [g,

.'.liminffg,, :fg.

200. (b) It is always that inf § <supS for any bounded nonempty subset of R.
To prove inf 7 <inf S and supS <sup7. Let xc S. Then x T since S CcT. So inf7 < x by

definition of inf 7. = inf T is lower bound for S because x was taken arbitrary in S. Since inf § is the
greatest lower bound we get inf 7 <inf §. Similarly sup.S <supT.

201. (b) Assume that thlo J(x)=1{ exists. To show that f(x)=~/ for any x e R. Let T > 0be period of

@=L .
2

f(x). Let g € R and assume that f(a) = ¢ . Take € = N xhj{lg S(x)={ then 3 M>0 > for

any x > M. Wehave | f(x)—¢|<e. Since Ris Archimedean, thereexists nc Non>M —a/T
Then we have ¢ +nT > M.Hence | f(a+nT)—{l|<e. . f(a+nT)= f(a)

| f(a)—{]
2

we get | f(a)—Lll<e= . Which is a contradiction, .". f(a) = £. - a was arbitrary.

202. (d) |f(x)—f(C)IZ‘\/;—\/Z‘S\/IX—CI for x,c€[0,00). .. given >0 choose §—g? then

[x—cl<o = 1‘\/;—\/2‘ <e. - f(x)=+/x isuniformly continuous on [ 0,0c).

209. (a) Consider the function A(x) = g(x)— f(x). Fix ¢ >(. Thentheset 4 = {x €la,bl;h(x) = 0} is finite.
Assume that 4 = {xl,xz,...,xn} with a <x, <x,..<x,<b,set M= max{|h(xl.)| = 1,2,...n}

We have M > 0choose § > 0 small enough to have a <x, —6;x, +6 <x,,, —0,x, +6 <b and

]g(x)dx = jf(x)dx + ] h(x)dx = ]f(x)dx

210. (c)Itis clear that G(x)is continuous and differentiable except at 1. (i.e) F' (1) does not exist.
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KK+1
N [(K—l—l)K] > (K +1)InK — KIn(K +1)
211. (a) Using the properties of logarithms Zlnm = KZI K( K+ 1)
K=1 + -

”%_In(K—H)_[Iil 111] [InZ In3]
2 3

_ _ In2  In3 Inn  In(n+1)| _ In(+I)
K (K1) 1 2 B

n (n+1) (n+1)

= lim §, = lim

n—o0o n—o00

[_M]:O
(n+1) '

nx

_.f,()_ne —ne"nx
217. (b) Let us find the maximum f, in [0,2] ~ -~ Y= (enx>2 T e m—n)=0;52x=n

1 1
x= V"V is the maximum with J/, [;] =~ Since limsup{|/,(x)~0]:x€[0.2]} = lim f, }/

= % . The convergence is not uniform on [0,2]

218. (a) Let S, (x)= Z & (X) bethenth partial sum. " Z M, converges for all £ >() then there exists N >
k=0

n=0

ifn>m>N, then M, +M,  +..+M, 6 <ec.Thusif n>m>N,
Sn('x)_Sm(x)| :| f;rz+1(x)++f;1(x)| S‘ f;71+1(X) |++|f;1('x)| SA4m+l ++Mn <e for all

xeD.= {Sn } converges uniformly on D. Hence Zg » also converges uniformly on D.
k=0

cos’ (nx)
n2

<M

— n

219.(b) Let M, = /> for n>1 then

<1
"] cos(nx) |[<1. Because Zn_z is ap-series with p = 2> 1, it converges. Hence by the Weierstrass
n=1

M-test, convergence is uniform.
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OBJECTIVE TYPE QUESTIONS (PART-C)

Which of'the following are true?
(a) Itis possible to place a linear order relation on
the complex numbers C which

make (C,+, X, <) an ordered field.

(b)It is possible to place an linear order relation
< on the complex numbers C such that
(C,+,X,<)is not an ordered field

(c) Both (a) and (b) are true
(d)Both (a) and (b) are false

Which of the following statements is true?

(a) Every bounded sequence of real numbers has
at least one subsequential limit.

(b) The integral of the limit is equal to the limit of
the integrals.

(c) For all sequences of real numbers {Sn} we
have liminf S, <limsupsS,

(d) Ifthe radius of convergence of a power series
Ta,x" is R and if 0 < R < oo, then the series
Ta,x* converges uniformly on (—R,R)

Which of the following series is convergent

n_n
@ 2D 1007 +1000

(b) Z( L ]

8n+1

1
(c) Z

nlogn

_l"
(d)Z(J;)

Which of the following is not always true for

x,y,zeRk?
@ [xyl< x| () [x=0iff x=0
(©) [x=0 @ [x+yHx[+]y]

Which of the following statements is / are true?
(a) A metric space X with distinct open sets

<U[ e N) E) QU, is open

(b) Every bounded closed subset of a metric space
is compact

(c) Suppose {S"} & {tn} are sequences of complex
numbers 2 lims, =sapnd > limz, =tz
n—ow n—o

Then limsnl" = St.
n—ow
(d) There exists a bounded sequence of real
numbers with no convergent subsequence.

Which of the following is true?

(a) Every complete space is compact
(b) Every compact space is complete.
(c) both (a) and (b) are true

(d) both (a) and (b) are false

Which of the following are valid intervals of
convergence for a power series

(@) (=0,0] (b) (—o0,0)

(0) [2,2]U13,3] d[-1.3)

Which of the following statements is / are true?

(2) Suppose Z|a[| diverges and Xa, =2. A
rearrangement a, oftheterms Za, =4.

(b) Suppose f: X — Y is continuous and X is

compact then f must be uniformly continuous.
(c) Metric spaces X and Y with X closed and
bounded and a continuous mapping

f:X — Ysuch that f(x) isnot closed and
bounded.

() If f(x),g(x): R > R are everywhere

differentiable then f ( g(x)) must be
everywhere differentiable.

Which of the following statements is / are false?

(a) Suppose f :[a,b] is a function and suppose
f is a local maximum. Then f’(x)exist and
equal to 0.

(b) Suppose f € R(@).

Then j.fda = jf(x)a’(x)dx

(c) Suppose {f,} is a sequence of continuous
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0C.2

10.

11.

12.

functions on [a,b] such that (¥ x €[a,b])

,1}5{1 J.(x) = f(x). Then f must be continuous.

(d) Suppose f(x), g(x)are real differentiable

Sf'(x)
functions on (a,b) and 2 lim>—=~ =4
x—c g (X)
S(x)
lim A
then 26 g()

Which of the following statements is / are ture?
(a) Every continuous function f :(0,1) — (0,1)
must have a fixed point.

(b) If 4 is connected then the closure of 4 is
connected.

(¢)If Ac R isopen and g— 4 closure of 4,
then interior (B) = 4

(d) There is a non constant continuous maps from
R— Q.

Let S'={(x,y)eR2 xP 4y’ =1}.
Given p,q €S’ define d (p,q) tothe shortest

distance along §’ from p to ¢g. For example if

p=(,0) and q=(0,1)then 4,(p.9)=".
(Note d_(p,q) is alsothe angle between the line
connecting (0,0) and p and the line connecting

(0,0) and q). Then which of the following
statements is / are true?

(@) (8',d,)isametric
(b) §' is compat

(c) §' is connected

(d) Every continuous function f:S"— R has

amaximum value.
Find the coefficient of a, for k£ =0,1,2,... such
2
> P X+l
that ;akx =
(@) 2 (b)2
(© -1 (5
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14.

15.

16.

17.

Analysis

Which of the following series is converges

@ Z(IO x)" ) E(Z_H/;)xn

n-+1
© 2 (d) 2 n(x=2)"
n=1 NX n=0
The series
) sin(nt)
1) Z 2

n n

p TC2

(a) (1) is converges absolutely and (ii) is diverges
(b) (i1) is converges absolutely and (i) is diverges
(c) both (i) and (ii) are converges absolutely

(d) both (i) and (ii) are diverges

Which of the following series is convergent

1
1) S= ;m where f(n) is positive and

< ¢ for some constant ¢ > ()
n

0

ﬁ)SZ

( ) where g(n) is increasing and
l

unbounded

(2) (1) is converge and (ii) does not converge

(b) (i1) is converge and (i) does not converge

(c) both (i) and (ii) are converge

(d) both (i) and (ii) are diverge

Which of the following statement is / are true?

() Let S and T be non empty bounded subsets
of R. If S < T then

inf7 <inf S <supS <supT.
(b) sup(SUT) =max{supS,sup 7}
(c) Let I be the set of real numbers that are not

rational.Ifa<bthen 3 xel > a<x<b.

(d) An ordered field F'is Archimedean iff satisfies
for every ¢ e F there exists n € N when
n>a.

For points x,y e R*, let

k} and

d(x,y)=max{|x, -y |- j=12,..,

k
dz(x»y)zzu,- -,
=1
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18.

19.

20.

21.

22.

K :{f ec([0,1]): Lip(f) <1 &jf(x)dxzo}

) d, and d, arematrices for p*

i) d, and d, are complete.
(a) both (i) and (ii) are true
(b) both (i) and (ii) are false
(c) () is true but (ii) is false
(d) (i1) is true but (1) is false.

x}'l

The series 21+ p
x

(a) converges for x €[0,1)
(b) converges uniformly on [0,a) for each
a, O<acx<l.

(c) converges uniformly on [0,1)
(d) None of the above
Suppose

then

(2) K is equicontinuous in ¢([0,1])
(b) K is closed in ¢([0,1])

(c) K is bounded in ¢([0,1])

(d) K is compact in ¢([0,1])

Which of the following statements is/are true

(a) given any two real numbers 4<p 3 an

irrationalnumbert> a<t<b
(b) A=sup{reQ|r<x}=x
(c)Let a & b real numbers. If a <b +% for

every ne Nthen g<p
(d) None of the above

Which of the following series is convergent series

21+ )

o0 57[
@ Ly 4

25.

0
) ;n(lnn)p if p>1

&\ sinn
© 2=
n=1 n

Which of the following statements is / are true?

23.

24,

0C.3

I ifx=0

% if x= % for some integers
m,n with n # 0 and reduced to

@ f()=

lowest terms
0 ifxeQ

is continous only for x ¢ O

(b) If f is continuous on [a,b] with f(x) >0 for

all x €[a,b] then %f is bounded on [a,b]

1 . .
(c) f(x) =~ is not uniformly continuous on

0,1]
(d) None of the above

Define {£,(1) by /u(9) = (s for x20

and f,(0)=0. Fixing neN. Compute

Iﬂ, (x)dx. What happens to this integral as

n—>ow?
@ 7 ® Y%
©0 (A o

Compute x, =inf{a,,q,,,,...} and

y, =sup{a,.a,,,,..} and liminfa, and

limsupa, where @, = =" (1+%)
(@) liminfa, =-1 &limsupa, =1
(b) liminfa, =0 &limsupa, =1
(c) liminfa, =-1 &limsupa, =0
(d) liminf @, =limsupa, =0

i) A contraction mapping on a metric space is
continuous

ii) Every closed subset of a compct metric space
is compact.
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26.

27.

28.

29.

30.

(@) (1) is true but (ii) is not true
(b) (ii) is true but (i) is not true
(c) both (i) and (ii) are true

(d) both (i) and (ii) are not true

Find the radius of convergence of the

-1)"x"
series z D

n+l1
@1 (b0
(©) o (d)-1
Find the power series representation for
f(x)= _r
(1+x)’
(a) Z(_l)n xn (b) Z(_l)n+lnx2n

n=l1 n=l1

2n

© 2EDT @ X

n=1 n=1

t
What is the radius of convergence of Il—_f‘dt

@ R=1 (b) R=0

(© R=wo (DR=-1

i) Suppose (s,) and (¢,) are bounded
sequences. Then
limsup(s, +¢,) <limsups, +limsup?,

ii) Suppose (s,) and (z,) are bounded
sequences. Then
limsup(s,¢,) <limsups, limsup¢?,

i) Suppose (s, ) is a bounded but not convergent
sequence and s, > 0. If

t, >t#0. Then (s,t,) is convergent.
(a) (1) and (ii) are true but (iii) is not true.
(b) (1) and (iii) are true but (ii) is not true.
(c) both (i), (ii) and (iii) are true.
(d) (i1) is true but (i) and (ii) are not true.

Find the infimum and supremum of'the set

n .
,withm,n e N
m+n

(@) inf =0 and sup =1
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31.

32.

33.

34.

35.

Analysis

(b) inf =—1and sup =1

(¢) inf =—1and sup=0

(d) inf =0 and sup =1

Which of the following sets is / are countable?
(a) The set of functions from {0,1} to N

(b) The set of finite subsets of N

(c) The set consisting of all sequences of 0° and1®
(d) The set of functions from N to {0,1}

Which of the following statements is / are true?

(a) A cauchy sequence must be monotone

(b) Every monotone sequence is cauchy

(c) An unbounded sequence can contain a
cauchy subsequence

(d) A cauchy sequence can have a divergent
subsequence.

Foreach x e R, determine whether the sequence

1 o0
( " j has a limit.
1+x" ),

(@ x=0,lim=1

(¢) x=-1,nolimit

(b)|x|<Llim=1
(d)x=0,lim=0
Match the following accumulation point

i) The interval [0,1] - The set of all real numbers

i) The set of natural - [0,1]
numbers
iii) Thesetofall - Empty set
irrational numbers
(@) (1) — (i), (i) — @), (1i1) — (1)
(b) () — (1), (i) — (i), (iii) — (ii)
(c) (1) — (id), (i) — @), (i) — (1)
(d) (1) — (i), (ii) — (i), (iii) — (1)
Suppose that the random variables X, are
defined on the same probability space and there

isaconstant ¢ 3> X, converges in distribution
to therandom variable c.

) X, converges to c in probability

ii) X, convergestoc a.s
(a) both (i) and (ii) are true
(b) (i) is true but (ii) is not true
(c) (i1) is true but (i) is not true
(d) both (i) and (ii) are not true
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36. Suppose f is continuous on [a,b] and
S(a)<0< f(b)
a+b
i) Either S ((—2)j =0 or £ has different signs

. (a+b) .
at the end points | %> T, |or fhasdiffernt

(a+b) b}

signs at the end points of { 5

ii) Thereisa pointxin (a,b) where f(x)=0
(a) (i) is true but (ii) is not true

(b) (ii) is true but (i) is not true

(c) both (i) and (ii) are true

(d) both (i) and (ii) are not true

37. Which of the following statements is / are true.

(@) f(x)=| x|is uniformly continuous
(b) f(x)=x" is uniformly continuous on [0,3]
(c) If £ is uniformly continuous on a bounded set

S, then £ is a bounded function on S.
(d) None of the above

n’—1

The series Z(—l)"

38. Z ol

(a) converges conditionally
(b) converges

(c) diverges

(d) none of the above

= 5n° +2n+cos’ (e")
n=1 \/}18 + n5 +2

(a) converges

(b) converges conditionally

(c) diverges

(d) none of the above

39. The series

40. Find the interval of convergence of the power
. 0 (x + l)n
series ;n(nﬂ)
(@ [-2,2] (b) [-2,0]
(©) [-1,0] (d) (=2,2)

41. i) Every o - finite measure is saturated
if) The collection r of locally measurable set is

42.

43.

44.

45.

0C.5

a o -algebra.

(a) (i) is true but (ii) is not true

(b) (ii) is true but (i) is not true

(c) both (i) and (ii) are true

(d) both (i) and (ii) are not true

Which of the following series is convergence
% ) (_ 1)11—1 6%
— (b) 2 ———

n=1 n=1 n

© S @ Lnsin( /)

n=1 n=1

@ 3

Define a sequence{a"} by letting a, =2 and

1
an+1=4_a_ for each n>1, 2<a,<a,, <4

n

for each 5 >1and find the limit of this sequence.

@ L=2+3 b)) L=2-3

(© L=2 (dL=0
Consider the sequence of partial sums

21
S =>—
2
(@) If n,m € z, with m > n then

15, -8, 1=y 2

22
k=n+1 k

1 1
(b)k_2<k(k—_1)f0rk22

S 1 1 1

© k;H khi=1) 7 m

(d) Sm _Sn

1
<—+—
m n

Let f,g and & be defined on [0,1] as follows:
f(x)=g(x)=h(x) =0 whenever x is irrational

f(x)=1and g(x)=x whenever x is rational

m
h(x) = 1n ifx istherationalnumber;, h(0)=1

(a) f is continuous in [0,1]

(b) g is continuous only at x =0
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46.

47.

48.

49.

(c) h is continuous only at the irrational points in
[0,1]
(d) f is not continuous anywhere in [0,1]

Define /, :[0,1]—[0,1] by £, (x) = x"(1-x)

(a) f, converges uniformly to 0

n

(b) f, does not converges
(c) f, converges to 1
(d) none of the above

Which of the following statement is / are true?

(a) If {x,} hasan unbouned subsequence, then
{x,} is unbounded

(b)If {x,} isunbounded then some subsequence

is unbounded

(©If {x,} is unbounded, then every

subsequence is unbounded.

(d)If {x,} diverges then its every subsequence

diverges.

Let(a,, )neN and (b,, )neN be sequence of real

numbers. Then

(a) liminf (a, +b,

> liminf a, + liminf b,
n—>w0

) n—w
(b) limsup(a, +b,) < limsupa, +limsupb,
n—w n—om n—ow
)

(c) liminf (a, +b

n
n—»o0

<liminfa, +liminf b,

n—w n—»0

(d) limsup (an +b, ) > limsupa, + limsupb,

Which of the following functions is / are
differentiable at 0.

_J0, xeQ
(@) f(x)_{x, X0
B 0, xeQ
Y

0, x=0
© f(x)z{xsin(%), x#0

A f(x)=x"
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52.

53.
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Suppose -l<ea, <p, <1, «a,—0 and

B, >0 as n— o Define the difference
f(B,)-f(a,)

ﬂ)’l _an
@ If a, <0< B, and lim D, = f'(0)

quotients D, =

(b)If0<e, < p,and {%ﬂ a )} is bounded
then lim D, = /'(0)

(c¢) If f' is continuous in (—1,1) then
lim D, = f'(0)

(d) none of the above

Let f:[a,b] > R be a function of bounded
variation on [a,b] and define a function  on
[a,b] by V(a)=0and V(x)=V(f,[a,x]) for
all x e (a,b].

(a) Vis increasing on [a,b]

(b)If V is continuous at ¢ €[a,b]. Then f is

continuous at c.

(c) If f is continuous at ce[a,b]then V is
continuous at c.

(da<sx<yzb, V(y)-V(x)=V(f.[x,y]
Which of the following statements is / are ture?

(2) A function thatis Riemann integrable on [a,b]

must be bounded on [a,b]

(b) A continuously differentiable function on a
compact interval is Lipschitz on that interval

(¢) A Lipschitz function is differentiable

(d) Every continuous function has an anti-
derivatie.

Which of the following statement is / are true?

(a) Any union of sets of measure zero have
measure zero

b If  f:la,p] > Ris

integrable and

S =[£@dt then F'(x) = f(x)

(c) Given any two partitions P and Q of [a,b]



Analysis

and any function f:[a,b]—> R we must

have L(f,P)<U(f,0)

(d) A function f:[a,b]—> R is continuous at

c €[a,b] iff the oscillation of f at c is zero.

54. A function f:[0,1]—> R
(a) If f is bounded then f' is bounded
(b) If f"is bounded then f'is bounded
(o If f? is Riemann integrable on [0,1] then fis
Riemann integrable on [0,1]
(d) If f is Riemann integrable on [0,1] then S ? is
Riemann integrable on [0,1].

55. Let X be a compact metric space. Then
(a) X is seperable

(b)X is second countable

(c) C(X) is separable

(d)None of these

56. i) Every nonempty subset of [0,1] is Lebesgue

measurable
ii) Suppose H is separable Hilbert space if
T:H—>H is a linear mapping

3 ||I -T || <1, where isthe identity map of

Htoitselfthen Tis invertible.
(a) (1) is true but (ii) is not true
(b) (ii) is true but (1) is not true
(c) (1) and (ii) both are true
(d) (1) and (ii) both are false

le
57. 1) Theseries Zl+ — converges for x €[0,1)
x
. . ‘xn .
ii) The series Z [ converges uniformly on
X

[0,1)
(a) (1) is true but (ii) is not true
(b) (i1) is true but (i) is not true
(c) both(i) and (ii) are true
(d) both(i) and (ii) are not true

58. i) If fiscontinuous on [a,b] with f(x) >0 for

1

all x €[a,b] then 7 is bounded on [a,b]

59.

60.

61.

62.

0C.7

i) f(x)= A is not uniformly continuous on

(0,1].
(a) (i) and (ii) are false
(b) () is true but (ii) is not true
(c) (i1) is true but (i) is not true
(d) both (i) and (ii) are true

{0}

2 . .
_ —nx
S (x) =xe is uniformly convergent on

[0,1]

i) The sequence defined by

0

. cos(2"x) . )
1i) Z—z" is continuous on R.
n=1

(a) (i) is true but (ii) is not true
(b) (i1) is true but (i) is not true
(c) (i) and (ii) both are true

(d) both (i) and (ii) are not true

For what values of a and b the series

D a, 1 b )
n on+l n+2 converges !

(@) a=-),, 3a+b+2=0

b)a=105b=2
(©) a=0,b=-1
da=2b=3

Which of the following is / are metric?
(@ d(x,»)=|x’~)’| xeRp and yeR'

|x=y|

(b) al(x,y)=1+|x_y|

xeRl and yER]

© d(x,y)=(x,y)
(d) d(x,y)=|x—2y|

Let x be the set of all x €[0,1] whose decimal

expansion contains only the digits 4 and 7. Then
(a) x is countable

(b) xisdensein [0,1]
(¢) x is compact
(d) x isperfect.
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63.

64.

65.

66.

Let 4 and B be separated subsets of some R,

suppose a € 4, b e B and define
q@y=(10-t)a+tb

for t e R'. Put 4, =q"'(4),B, =q " (B).

(a) 4,and B, are separated subsets of g!

(b) There exists 7, € (0,1)>¢(z,) ¢ AUB

(c) Every convex subset of gp* is connected
(d) None of the above

Define fand gon g2 by

2

£(0,0)= g(0,0)=0, (X 3)= xfi =
0
g%y = (250 i (22)%0.0)

(@) f is bounded on pR2
(b) g is unbounded in every neighborhood of

(0,0)

(c) f is not continuous at (0,0)
(d) restriction of both f'and g to every straight
linein g2 are continuous

Suppose f'is defined in (=1,1) and f”(0) exists.

Suppose -l<a, <pf, <1, a, =0 and

B, —>0 as n— oo Define the difference
(B~ f(@,)

ﬂn —all
@ Ifa, <0< g then limD, # f'(0)

quotients D,

OIf O0<a,<p, and {ﬂ”(ﬂ —a)} is

bounded then limD, = f'(0)

©If f' is in (-1,1) then
limD, = f'(0)

(d) None of the above

continuous

1) Suppose increases on [a,b], a<x, <D,

a is continuous at x,, f(x,)=1 and
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70.
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f(x)=0 if x#x,. Then feR(x) and
[fda=0.

ii) Suppose f >0, is continuous on [a,b] and

[ £Go)dx =0 Then £(x) =0 forall x e [a,b].

(a) (1) is true but (ii) is not true
(b) (i1) is true but (i) is not

(c) both (i) and (ii) are true
(d) both (i) and (ii) are false

Which of the following sequences are bounded
=1" . (nizj
sin| —
(b) sin| =

(€] 2
(@) »°

n
© 3
Which of the following statement is / are true?
(@) |cosx—cosy|<|x—y|

(b) ex<e* forall xeR

(¢) sinx < x forall x>0

(d) f(x)=Inx isuniformlycontinuouson [I,o0)

i) Letf be integrable on [a,b] and suppose that
[a,b] > g(x) = f(x)

except for finitely many x €[a,b]. Then gis

g is a function on

b b
integrable and jf = J.g .

ii) If f is integrable on [a,b] then f is not

integrable on every interval [c,d] < [a,b].
(a) (1) is true but (ii) is not true
(b) (i1) is true but (i) is not true
(c) both (i) and (ii) are true
(d) both (i) and (ii) are false

X

Let f,(x)=

for x >
xX+n 20

@ f(x)=limf (x)=0forall x>0
(b) If ¢ > 0, the convergence is uniform on [0,]

(c) The convergence is uniform on [0, )
(d) None of the above
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71.

72.

73.

74.

Suppose f:R—>R satisfies

f(x+y)=f(x)+ f(p) for each x,y € R. Then
@) f(nx)=nf(x)forall xeR, ne N

(b) f is continuous at a single point iff f is
continuous on R

(c) f iscontinuous iff f(x) =mx forsome m e R
(d) None of the above

Let 7:(CI0,11,[[]) = (CT0,1L,]|) be a function

defined as If (x) = If(l)df where by C[0,1]
0
mean the vector space ofall continuous real valued

functions defined on [0,1] and I£1= sup |f(@)]

then which of the following is true?
(a) Thas aunique fixed point

(b) T'is a contraction

(c) T'is not a contraction

(d) 72is a contraction

Which of the following integrals is / are
converges?

Tsinx T dx
—dx
@ '!‘ X (b).!‘ 1+x°
7 X
(© .[ 15 sin’ xdx (d) None of these
0

Which of the following is / are metric space

@ x=pg? for x=(x,x,), y=(,»)eX
the function
d(x,y)={|XI_yl| if:x2=y2

[x [+1x, =y, [+|3] ifx, #y,

(b) Let X be the set of continuous functions from
[a,b]toR . Forall x,y e X.

d(x, y) = max{| x(t) - y(t) |:t €[a,b]}

(c) Let X be the set of bounded functions from
some set 4 to R. For x,y € X.

d(x,y) = sup{| x(t) = y(t)|:1 € 4]
(d) Let X be the set of continuous functions from
[a,b] into R.Forall x,y € X.

75.

76.

77.

0C.9
d(x,y) = [| x(t) = y(0) | dt

Consider the sequence {fn}defined by

nx

f,(0)= for x > (0. Then

1+nx

(a) ’lliigfn(x) =1 for x> 0.

(b) { f"} does not converge uniformly to f on
[0,0)

(c) for a >0, { fn} converges uniformlyto f on
[a,o0)

(d) lim £,(x)=0
A sequence of functions {g,z} are defined as
g,(x)= 2+, xe [0,1]

n

(@) g=limg, =0

(b) g is continuous on [0,1]
© [lim g (x)]' — lim g/ (x) for x€[0,1]

1 1
(d '[limgn (x)dx = lim j g,(x)dx
0 0

Suppose g is n times continuously differentiable

on some interval (a,b)that contains c.

If  g)=g"(c)=..=g""(c)=0

and  g"(c)#0.Then

(a) Ifn is odd then g has neither a relative minimum
nor arelative maximum at c.

(b) Ifniseven and g"(c) > 0, then ghasarelative
minimum at c.

(c) If nis even g"(c)<O0then g has a relative
maximumatc.

(d) If n is odd g"(c) <Othen g has a relative

maximumatc.
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78.

79.

80.

81.

Which of the following statements is / are true?

(a) If (g") is a sequence of functions, each one

bounded on a set and 4 < Rand (g")
converges uniformly to g on 4, then g is also
bounded

(b) A subset of R is closed iff, it contains all of its
boundary points.

(¢c) The sequence of functions (nxe’"" )i

n

converges uniformly on [0,)
(d) th? (sin(x))" =0
Which of the following limits does not exists

. e Iny
hm _—_
@ St 22 + 2y

. x’y-z°
b m e
(x,3,2)(0,0,0) x~ + itz

. xsin y
(© lim =~ ———
(x,)=(0,0) x° + 2y

2 22
. x°sin® y
@ Jim S
x,0)=>(0,0) x° + 2y

Let g, (x) = nx" for x€[0,1] and 5 eN. Then

(@) limg, (x)=0for x [0,1)

(&) fim [, Gy =0

1
(©) lim [, Gy =1
0
(d) limg,(x)=1 for x€[0,1]
Let E be a set of positive real numbers. We define
ZEX to be SP Sr> where # is the collection of

finite subsets of £ and S, is the (finite) sum of
the elements of F. Then

(a) Z‘;x <® only if £ is countable

(b) If E is countable and (xn> is onto maping N
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onto £, then Zx = an

xeE n=0

(c) If E is countable and (xn> is a one-to-one

mapping of N onto F, then z X = an

xeE n=1

(d) If E is countable then zEx > 0.

Let f be a real valued function defined on [a,b].

We define the lower envelope g of f to be the
function g defined by

g(y)=sup inf f(x)

550 [x—yl<d
and the upper envelope % by
h(y)=inf sup f(x)

>0 |y yi<s

Then which of the following is true?
(a) Iffis bounded, the function g is lower semi
continuous, while /4 is upper semi continuous.

(b) If ¢ is any lower semi continuous function
3> ¢(x)< f(x) for all xe€[a,b]
#(x) < g(x) forall x e[a,b]

(c) For each x €[a,b], g(x) < f(x) < h(x) iff f
is lower semi continuous at x, while

then

g(x) = h(x) iff f is continuous at x.
(d) If f is bounded the function g is lower semi
continuous while / is not continuous.

Let f be a non-negative measurable function.
Then

(@) .[ f =0implies f =0 almost everywhere.
(b) .[ S =sup j ¢ over all simple functions ¢ < f

(c) There s an increasing sequence <¢n> ofnon-

negative simple functions each of which
vanishes outside a set of finite measure such

that f =limg,
(d) [ £ =0 implies £ 0.

Let f be defined on [a,b] and g be a continuous

function on [«, 3] that is differentiable at v with
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85.

86.

87.

g(y)=cela,b]

@) If g'(y)> 0 then D*(f o g)(7)= D" f(c).£'(»)

(b) If g'(y) <0 then D*(f > g)(»)=D_f(c).g'(7)

(¢) If g'(y) =0 and all derivatives of f are finite
atc then D*(fog)(y)=0

() If g'(y) <Othen D*(fog)(y)=D"f(c)g(r)

Let E be a subset of a complete metric space

(@) If £ isdense and F a closed set contained in
E, then F is nowhere dense

(b) If Eand f are both dense, then at most one of

themisan F,

(c) The set of rational numbers in [0,1] is not a
Gﬁ

(d) If £ and f are not dense, then F is nowhere
dense

Let 4,,4,,4,,...be subsets of a metric space.
Then

(@) If Bn:UAf then EHZUAf for
i=1
n=12,3,..

(b) I BzﬁA,. then B2J4,
=] i=1

() IfBz_fle,. then B D UZ,
=] i=1

It B,= ﬂA[ then En = UZL for
i=1 i=1
n=12,3,..

Suppose x, >0 and > x, converges. Put

~
r, = me then
m=n
X X r
(a) >
rm rn rm

le
if m <n then Zr_ diverges

88.

89.

OC.11

(b) % < 2(\/5_@) and Z%
converges

S5
(©) . 1s converges
n

x"
(d) 27 is diverges

n

Fix a positive number .. Choose 5, > Ja and

define b,,b,,b,,... by recursion formula

2 b

n

1 o
bn+1 = _[bn +_] . Then

(a) {b,, } decreases monotonically and that limit

b, =~a

2 2
&
O ¢, =5, ~a then &1 =2, <= 50

2/1
g
that setting 3 = 24/a then &,,; < ﬂ(?)

(n=123,..)

& 1
©If «=3 and b =2then de— and

B 10
nEs <4107, g <4107

(d) {b,,} increases monotonically and that

limb, = %@

If {xn} is a complex sequence, define its
arithmetic means o, by
Sy ts T+,

n+1
Then which of the following imply true?

(n=0,1,2,..)

n

(@ If lims, = s then limo, =

(b)If x, =s,—s, , for n>1. Then
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90.

91.

92.

Zxk

And assume that if lim(nx,) =0 and that

)1

n—i—l

{0'"} converges. Then {sn} is converges.
(¢)If s, >0 for all n thenlimsups, =0 and

limo, =00
DIf M<oo

limo, =o. Then lims, =0

|nx, [<M for all » and

Suppose x,>0, s, =x,+x,+...+x, and

>_x, diverges. Then

(a) Z dlverges

Dvoy oy Twee sy S

Sna Snyk SNk

and that Z:_: diverges.
©) Sn < nll é and thatz 42 converges.
(d) Z dlverges

If £ is a non empty subset of a metric space X,
define the distance from x € X to E by

Pr (x) = %Ielgd(x, z)
Then
@ pg(x)=

(b) If p, (x) is a uniformly continuous function

Oiff ye F

on X then |pE (x) y)|§d(x,y) for all
xeX, yeX.

©) pg (x):

(d) pg (x) is not a uniformly continuous on X.

0iff x¢ E

Suppose g is defined in (—1,1) and g'(0) exists.
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Suppose —1<a, <3, <1, «, —0 and

B,—0 as n— oo .Define the difference
g(8,)—gla,)
3 —a en

(a) Ifa, <0< 3, then limD, = g'(0)

quotients D, =

ﬁ)’l
b)If 0<a, <, and [m} is bounded

then lim D, = g'(0)
(c) If g' is continuous in (—1,1) then
limD, = g'(0)
(d)If &, > 0> 3, then lim D, = g'(0)
Suppose a and ¢ are real numbers, ¢ > (0 and g is
defined on [—1,1] by

x“sin(x" ) ifx=0

g(x )—

ifx=0

Then
(a) g is continuous iff ¢ >0

(b) g’(0) existsiff g >1
(c) g is not continuous iff ¢ > 0
(d) g’(0) does not exists.

Fix g>1
(a) If m,n, p,q are integers; n >0, ¢ >0 and

r= % :% then (a'")% = (a”)%

(b) If x is real, define B(x) to be the set of all
numbers g, where ¢ is rational and ¢ < x,
then «" = sup B(r) where risrational.

©) ot =g* 1+ ¢’ forallrealxand y

(d) g+

Let g be a continuous function from [0,1] to R

— g*q forallreal xand y

n=12734,..
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96.

97.

98.

99.

(@) {S,}_, isa divergent sequence

(b) {S,} " is a convergent sequence

OC.13

(d) If 1 is differentiable and f'(¢) =1 for every
real ¢ then f has two fixed point.

x+1

(c) Suppose g(x)>0 for all x€[0,1] and  190. Define &)= f sin(>)dr. Then

g(x,)>0 for some x,€[0,1]. Also g is
continuous on [0,1]. Then Elglc S, >0.
(d) If g is continuous on [0,1] then g is not

uniformly continuous on [0,1].

= n 1 .
If 0<x<1 then Zx :_x suppose if

py 1-
x >1, the series
(a) diverges
(b) converges
(c) uniformly converges
(d) absolutely converges

Let g° denote the set of all interior points of a set

E.Then

(a) g° is always open

(b) Eisopeniff g° — g

(c) If G is contained in £ and G is open, then G is
contained in g°

(d) E and g always have the same interiors.

Let E be the set of all x €[0,1] whose decimal

expansion contains only the digit 4 and 7.
(a) E is countable

(b) E is dence in [0,1]

(c) E is compact

(d) E is perfect

Suppose f is a real function on (—o00,00).

(a) If f is differentiable and f'(¢) = 1 for every
real ¢ then f has atmost one fixed point.

(b) The function f defined by f(t)=t+(1+¢€)"
has no fixed point, although 0 < () <1 for

allreal ¢
(c) The defined by

f(®)=t+(1+¢€) "has one fixed point

function  f

although 0 < f'(r) <1 forall real ¢.

101.

102.

103.

104.

105.

@ lg@I< Y if x>0
(b) 2xg(x)=cos(x*)—cos(x +1)> + r(x)

where | 7(x) |< % and c is a constant

© lg@ >V if x>0
(d) 2xg(x) = cos(x”)—cos(x+1)°
Which of the following sets are bounded?

(dz={..,-2,-1,0,1,2,...}

Which of'the following is/are true?

(2) An arbitrary union of open sets is open

(b) A finite union of closed sets is closed

(c) An arbitrary intersection of closed set is
closed

(d) A finite union of open sets is open

A set is said to be nowhere dense if
—\0
@(s) =¢

©scs

If C is cantour set then

(a) Cis closed

(b) C is nowhere dense

(c) The Lebesgue measure of the set C is zero
(d) Cis countable

1) Every open cover of a set in R has a count
able subcover

2) Every bounded infinite set of R has a limit
point

3) The set [0,1]is countable

(a) 1&2 aretrue but 3 is false

b)ys=s"

dses’
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106.

107.

108.

109.

110.

111.

(b) 1&3 are true but 2 is false
(c) 2&3 aretruebut 1 is false
(d) 1,2&3 all aretrue

Which of the following is/are incorrect?

(a) Realline is seperable (ie) it has a countable
dense subset

(b) Every nonempty perfect set is uncountable

r n
(c) The set {2_,,”’:()’1"-’2 ,neN} is

dense in (0,1)
(d) Cantour set is compact
How many disjoint set can be identified in the
universal set displaying Venn-diagram of 5
distinct sets
(a)5? (b) 23
(©3° (d)s?
Which of the following statement is/are true?
(@ Letf:D—>R and ce D'~ D then f
has a limit at ¢ iff f is continuous at ¢
(b) Let f: N —> R, then f is continuous on

N

(c) Every continuous function on a bounded
interval is bounded

(d) Suppose f and g are continuous on

[0,10] and differentiable on (0,10). If
f'(x) = g'(x) forall x e (0,10) and
f(z)=g(x) then f(x)=g(x)

lexsm(lj =
x—0 X
(@ 0 b1
©) =« (d) nx
Lim X +3-2x
x—l1 x2 _1

1 ) -1
@ (b)-
(©1 (d)o

Let f be continuous on [a,b] and suppose

that f(x) <0 forall xe [a,b]
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Analysis
(a) Then there exists a point c € [a,b] such
that f(c)=0
(b) Then there exists a point ¢ € [a,b]

b
such that f(c)<0 then If <0

a

(¢) Then there exists a point ¢ € (a,b)

b
such that f(c)<O0 then If >0

(d) Then there exists a point ¢ € (a,b) such
b
that f(c)>0 then If<0

2x+5
9x2 -2

if x<1

if x>1

L 1(5)-]

(@) f(x) is continuous
(b) f(x) isdifferentiable at 1

(¢) f(x) is continuous but not differentiable
atl

(d) f(x) is discontinuous
Let F'be a collection of pairwise disjoint open

subset of pr for some fixed ne N .

(a) Fiseither a finite or a countably infinite

(b) F is uncountable

(¢) F is unbounded

(d) None of these

Which of'the following is/are true?

(a) Every deleted neighbourhood of x e R is
an open set

(b) Ifaset hasamaximum and a minimum,
then it is compact

(c) Noinfinite set is compact

(d) Let S < R then intS NbdS = ¢

Then sequence (S,,) deifined by

S, = cos(n;r) is
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(a) Convergent
(c) Continuous
Find the limit of

Lim(\/n2+2n —\/n2—3n)

n—»0

(b) Divergent
(d) Not continuous

116.

5
@ 3 ®1

1
© 0 @

117. Let (Sn) be defined by S, :ﬁ,

S, =+2+S, forall ne N

(a) Monotone

(b) Bounded

(c) Monotone & bounded
(d) Unbounded

1) A sequence is bounded and monotone iff
itis a cauchy sequence
2) Iffor every g > (there exists N e R

118.

such that for every » > N we have

S, <& then {l‘l)rgSn =0

(a) 11iscorrect but 2 is incorrect
(b) 2 is correct but 1 is incorrect
(c) Both 1 & 2 are correct

(d) Both 1 & 2 are incorrect
2
n

Lim =
n—»1,01"

@) 0 (b) 1
© d)n

Find the infimum and supremum of

119.

120.

,meN
n+l

{er:xz

(a)inf =%&sup =1
(b) inf =2 &sup=1
(c)inf =1 & sup =%
3

(d) inf =1 &sup =

121.

122.

123.

124.

125.

OC.15

1)Between any two distinct real numbers there
always lies a rational number and therefore
infinitely many rational numbers

2)Between any two distinct real numbers.
There always lies an irrational number and
therefore infinitely many irrational numbers

(2) 1is true but 2 is not true

(b) 2is true but 1 is not true

(c) Both 1 &2 are true

(d) Both 1 & 2 are false

If f is defined by f(x)= |x|+‘x2 —l‘
V xeR then

(a) f haslocal minimaat X = iE

N | =

(b) f haslocal maxima at x' ==+

(¢) fhaslocal maximaat x' <1
(d) fhasnolocal extrema

Which of the following statements is/are true?

(a) The set Z of all integers is not a
neighbourhood of any of its points

(b) The set of all rational numbers Q is not a
neighbourhood of any of its points

(c) Theset ofall irrational number is not a
neighbourhood of any of its points

(d) None of these

If f is integrable on [a,b] and J-f(t)dt =0

forall x e [a,b] then

(@ f(¢) =0 nowherein [a,b]

(b) f(¢) =0 almost every where in [a,b]
(¢) f(t) #0 nowherein [a,b]

(d) f(¢) >0 nowherein [a,b]

Which of the following subsets of R are
neighbourhoods of 3
@ (2,4 (b) [2,4]

1
©@2.7) (d) [254]—{31}
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126.

127.

128.

129.

130.

131.

132.

133.

Find the derived set of the set S ={1,3,7,11}

@ ¢ (b)1
© R (d)3
Find limit points of the set

S — {l ‘ne N} = {l’l,ll,}

@ 0 (b) 1
(c) n (d)oo
Find the limit point of the set

S={M'neN}

2n+l’
3 2
(@) 3 (b)g

(© 2 (d1
Which of the following is/are true?
(a) A closed or semi-closed interval is not an
open set
(b) Every non-empty finite set is not a open
set
(c) Theset of all real number R & the empty

set ¢ are open

(d) The set of rational numbers Q is not an
open set

123
A=4—,=,—...
The set { 2’372 }
(a) Denumerableset (b) Countable
(¢) Uncountable set (d) Non-denumerable

A set E in R is open if

(a) It contains a neighbourhood of each of its
points

(b) It does not contains a neighbourhood

(c) It contains a neighbourhood at a

(d) None of the above

The set of all rational numbers is
(a) Countable

(b) Closed

(¢) Neither open nor closed

(d) Finite

(=1
The sequence {1+ P N} is
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138.
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(a) Converges to 1

(b) Neither converges nor diverges
(c) Divergesto 1

(d) None of these

The sequence (Sn> =sinnzf and @ isa

rational number such that

(@ 0< @ <1is not convergent
(b) 0<@<1 is convergent

(¢©) 0>6>1 is convergent

(d) 0>6>1 is not convergent

1
The sequerce <10g;> is

(a) Converges to «
(b) Diverges to oo
(c) Divergesto —o
(d) Converges to —w

(a) Convergesto0as n— o
(b) Convergesto 1 as n —
(c) Diverges

(d) None of these

Let £ be any bounded closed set in the
complex plane containing an infinite number of

points, and let M, be the maximum of

|V (xl RS )
through the set £ where

as the points x;,....,x, run

V(xl, ........ ,xn):lgggn<xl. —xj) is the
Vandermonde determinant.

2/ n(n-1)
(a) M, converges as n —» oo

(b) p427/(n-1) converges as n —» o
(¢) p47(n-1) converges as n —» oo

(d) a2 diverges

Let f is differentiable and f (x) #1 for any

real x then

(a) fisincreasing function

(b) f is has at most one fixed point
(c) f has at least two fixed point
(d) f has unique fixed point
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139. If x, is cauchy then
(@ x, is bounded
(b) x,; = x then x, > x
(¢) [a,b] is complete
(d) [0,1) is not complete

1
)= — _ .2
140. f(x) ~on (0,1] and f(x)=xon
[1,00) are
(a) Uniformly continuous
(b) Not uniformly continuous
(c) Continuous
(d) Discontinuous

141. Let f :[a,b] — R be continuous function

then

««) f 1s bounded

(b) f is unbounded

(c) f assumes its max and min values

(d) f(a)< p< f(b)= there exists x such
that f(x)=p

142. f(x)=x" on [0,1]is

(a) Convergent but not uniformly convergent
(b) Uniformly convergent

(c) Divergent

(d) None of these

Which of the following statement is/are
correct?

143.

(@) [a,b] is connected
(b) R is connected
(c) Let f:M — N is continuous and M is

connected. Then f(M)is connected

(d) a,beland g<c<b, cel (ie)lisan

interval iff / — R is connected.

144. The subset {(a,b, c,d)e R*|ad —bc # 0} is

(@) Open and dense in g~
(b) Compact

(¢) Bounded

(d) Deneuramable

145.

146.

147.

0C.17

Ifa function f:C — C isentire and thereal

part of f'is bounded function then
(a) f isa constant function

(b) f is a continuous function
(c) fis a onto function

(d) fisbijective function

Let f, :[0,1]—> R be defined for 5 >2

n’x Oéxﬁ%
fn(x): —nz(x—%) 1n<x<2n

0 %sxsl

then choose the correct statement
Li : 1 d
#
@ L[l 1 ()2, ()i where
Lim £, (x) = /(x)
n—0

(b) fn(x) is continuous V. n>2 and

x €[0,1]
() < £, (x)> is uniformly continuous
d 1{}2 14(¥) is continuous function

Let f, be a sequence of continuous real

valued functions on [0,1] which converges
uniformlyto /-

(a) £4_1)12 I (xn ) =/ (%) for any sequence

{xn} which converges to By
(b) Lim £, (x,)=1 for any sequence con

1
t P—
verges to —

©) Lirorol £ (xn ) # f(x) for any sequence
diverges to f(x)
(@ Lim £, (x,) = f(0)
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148.

149.

150.

151.

Let f: R — R be differentiable and assume
thereisno y € R . Such that

f(x)=f"(x)=0. Then

(@ S ={x|0<x<1}is continuous

b) S={x|0<x<1, f(x)=0} isfinite

() S={x|0=2x=>1, f(x)#0}is
infinite

(d) S={f(x)|1<x<oo}isfinite

If fis a bounded real valued function on [0,1].
f  is Lebesgue measurable iff

@) Sup[ydm=inf [ddm ,where mis the
Lebesgue measure on [0,1] and
w<f<¢
(o) Sup[ydm > inf [ ¢dm where mis the
Lebesgue measure on [0,1] and

w<f<¢
© Sup[ydm <inf [¢dm  where mis the
Lebesgue measure on [0,1] and
w<f<¢
(@ Sup[ydm #inf [ gdm where mis the
Lebesgue measure on [0,1] and
w<f<¢

Which of the following need not be hold
always
(@) f is continuous and bounded on R then f'
is uniformly continuous on R
(b) f is uniformly continuous on a bounded
interval / then f is bounded on /

(© If < f,(x)>and <g,(x)> con-

verges on /. Then < fa(x)+g, (x)> uni-

formly convergent
(d) All the above

Letf, g f,.... be A-measurable function for
some fixed o -algebra 4. Then

(@ Ifg: R' > R'is B -measurable then
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Analysis
@o f is A-measurable

(b)Ifg: R? > R is continuous then

¢( 1, g) is A-measurable

(c) All A-measurable functions form a linear
vector space over R
(d) Functions

sup f,,,inf f,,limsup f,,liminf f,
are A-measurable

Let ” ”l and ” ”2 be the norms of linear

vector space X. Then

(@) ” ”l & ” ”2 are equivalent norms

(b) The relative induced distance are topologi
cally equivalent

(c) Forany {x,} < X, |x,[, > 0 iff
(d) None of these
Let X & Y be the Banach Spaces with the norm

xnz—>0

el =l +

@ ool o =§I ol =1

o ol o =max(d,.b1,)

© [y, v =+

@ b,y =min{fx],.[f,)

The closed unit ball of a normed linear space X

is compact iff

(a) Xis finite dimensional
(b) Xis closed

(¢) Xis infinite dimensional
(d) X is bounded

If 1< p<qg<oo then
@ (,(R)cl (R)cl (R)
(b) £ ,(R) is a proper subspace of £, (R)

() Theidentitymap Id : £ ,(R) > { (R)

is continuous
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(d) ¢,(R) isadense subset of £, (R) with
respect to the convergence in £, (R)

156. Let (X, d, )and (Y, d, ) be twometric
space and let { fn} be a sequence of
functions f, : X — Y . For any function
f:X—>Y then
(a) { £ } converges uniformly to f
(b) { fn} diverges

supdy (f,(x), f(x))| xe X} >0

(C) as n—»>x

@ {f,}>1/2 as n >

157. The function f, :[0,00) = R is defined by

(a) { f, } converges pointwise

|
(b) { fn} converges on (;:1]

(@) { f, } converges uniformly but not

pointwise converges
d {f,} bounded

I .
158. Let f, : R— Rbe given by /,(x) = ;sm(nx)

(@) { f, } converges uniformly to zero
®) {77}
(@) { S } of derivates does not converges
@ {7}

159. Let (X, d)and (Y, d,)be two metric
spaces, and assume that X is compact. Then

@ Af>g=supl,(f (x),g(x))|xeX}

of derivates converges to zero

diverges

160.

161.

162.

0OC.19
® p(f.g)=inf{d,(f (x), g(x))[xe X}
© p(f>2)=|f (), )|
@ p(f>)=d(f (x), g(x))

Let E be a normed linear space. E is complete
iff

0
21 X, converges to

an se F

£
=2 %
1

o0
Z X, diverges
T

0 then an converges to s

where s E .

{ £, } is a sequence of Lebesgue measurable

1

function on [0,1] such that Limnawj‘|f;x|dx =0
0

and there is an integrable function g on [0,1]

such that | fn|2 < g for each n. Then

@ Lim[ fdx=0

(o) Lim [/, dx =0
© lej |7.[ dx=0

0

(@ Lim|; |7 e =

Let S be a Lebesgue measurable subset of R

andlet f,g:S§ — R be measurable
Then

(@) f + g ismeasurable
(b) If g € C(R), then @( f')is measurable

(c) fgismeasurable
(d) fo gismeasurable

function.
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163.

164.

165.

166.

167.

168.

The total number of functions from the null set
to a finite set B having n elements is equal to

(@n (b) 2"
©n? (d1
a b
If —= > —= (an > O’ bn > O) then

nil Ont
(@ 2a,
(b) Zh,
© b,
d Za,

diverges = Xb, converges
diverges=> Xa, converges
converges => Xa, converges

& Zb, diverges

Take two arbitrary partitions F} and P, over

[a, b] then

@ U(f,B)2L(f.P) V

® U(f,B)<L(f.P) V

© U(f,R)SL(f.P) VPE.h
A

@ U(f,B)=L(f.P)

For a function f: R — R, if f is monotone

then

(a) f is Borel measurable

(b) f is Lebesgue measurable

(c¢) fisReimann integral

(d) f is Improper Reimann integral

If <a, >beasequence such that
—a,) =" then the sequence <b, >

Lim(a
n—ow

n+l

a
wher bn =
n

(@) Converges to ¢

(b) Converges to 0
(c) Diverges

1
(d) Converges to o

Let f be a continuous real function on R of

which it is known that f”(x) exsist for all
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x# 0 and that f'(x) —> 3 as x — () then
(@ f'(0) exists & equal to 3

() f'(0) exists & equal to 0

(©) f'(0) exists & equal to oo

(d) f'(0) need not exists

If f:8— R" bedifferentiable at
ce S c R" then

(a) f is continuous at ¢

(b) f isconstant at ¢

(c) f is discontinuous at ¢
(d) None of these

If f(x) isdifferentiable function for \Vx € R

such that f(1)=5 and f(x)<5 Vx=#l1.
Then

(@ f(x) ismonotonically decreasing
(b) f(x) is bounded
(¢) f(x) isnot monotonic

(d) f(x) is monotonically increasing

x=0

has
—cosx x<0

COS X

The function f(x)= {

(2) Continuityat x =1
(b) Removable distcontinuity at x = (
(c) Continuityat x =1
(d) Irremovable discontinuity at x = (

For Lebesgue measure which property is not
correct?

@ p(A+x,)=p(A)+ p(x,)
b) (A B)=pu(A4)+ u(B)
© 0<A< u(B)<w

@ w()=1I1(1)

= 1
The series Z 07 converges if

n=1
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(@ p<l (b) p>1
© p=<0 @ p=1

174. Iff is constant function on [a,b] then total
variation of fon [a,b]is

@ V,(a,b)20 (b)V (a,b)<0

© V,(a,b)=0 (d)V,(a,b)<1

175. The space C[a,b] of all continuous functions
on [a,b] is a normed linear space if

(@ [reol< Max|ycx)
(b) [y < Max|yx)|
© [veml < Max |yl + Max o)

@ lyea][> Max]y'cx)

176.

(a) Convergent

(b) Conditionally convergent
(c) Divergent

(d) Conditionally divergent

0
n
177. If a power series Z“nz converges for
n=0

z =a then it is converges absolutely for

@z <la]  ®)]z]>]d]

@=ld  @|z[>|d

178. Which of the following is/are true?
(a) Theset[0,1]is countable
(b) The set [0,1] is not countable
(c) m*[0,1]=0
(d) m*[0,1]=1

(l/x

sin
179. JOI T)dx

(a) Integral is convergent

(b) Integral is absolutely convergent

(c) Integral is divergent

(d) Integral is not absolutely convergent

180.

181.

182.

183.

184.

0C.21
Which of the following inequality is true for

x>0
(a)log(1+x)<ﬁ<x

= <l (1+x)<x
(b)1+x g

X
<log(1+x)<——
(¢)x <log(1+x) e

I+x
(d)—<logx<x
X

Which of the following series is absolutely
convergent?
1 (-1)"
@ (b) 2755
(-)" s b
©2— "= D= Tog(n+1)

Let f: [0,10) - [0,10] be a continuous
mapping then

(a) f hasatleast9 fixed points

(b) f hasatleast one fixed point

(c) f need not to have any fixed point

(d) f hasat most one fixed point

If u, = n+1-Jn and vV, =/n* +1—n*then

() 2—:1 u, & 2—:1 V. both converges

(b) 2—:1 u, converges but 2—:1 V. diverges

o0

() 2—:1 u, diverges but 2_:1 V' converges

d 2 u, & Z_:1 V', both diverges

n=1
If f, (x)=tan"' nx then

(@) f,(x) ispoint wise convergent in [0,b],

b<m/2 Khanna Publishers
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185.

186.

187.

188.

(b) fn (x) is uniformly convergent in (0, b).
(¢) f,(x) is uniformly convergent in [0,b],

b>£
2

(d) f,(x) is uniformly convergentin (0,b),

b>£
2

Let F(x) isdefined on [a,b]such that
1
F(x)=x+ 2 f(x) where f{x) is differentiable

on [a,b] and and |f’(x)| <10 then from the

following statements select the correct
statement

(a) F(x) is of bounded variation
(b) F(x)is one -one

(¢) F(x) is decreasing
(d) None of these

Select the correct statement?

n

(a) Lim sup(an)% > lim supa"—”, a, >0
a

n

>0

n

(b) Lim inf(a")% > lim inf a{;—”, a

(c) Liminf(a, +b,) > liminf a, +liminf b,
<a, >& <b, > are bounded

(d) Limsup(a,+b,)<limsupa, +limsupb,
<a, >& <b, > are bounded

The limit superior & limit inferior of <(-1)">is

respectively given by

(@ 1-1 (b)-1,-1

(c) 01 (d)-1,0

Which of the following is correct ?

(a) The set of points of discontinuities
of a function is countable

(b) The set of pionts of removable
discontinuties of a function is countable

(c) There cannot be a function defined R
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which is continuous on R but no where
differntiable

(d) The set of points of discontinuity of the
function defined by

J(x)=Lim %i_)rg‘cos 2"(n7x) is uncountable

1 n+l1
The series 2, [; —log j is

n
(a) Divergent
(b) Convergent
(¢) Neither convergent nor divergent
(d) None of the above

The series [+ x2 + x* + x% +.... 1S a power
series with radius of convergence is

@0 (b)1

(02 (d)3

A monotone function fon [a,b], then which of
the following imply true?

(2) Any monotone increasing function is the

sum of an absolutely continuous function
and a singular function.

(b) Let < f,,) be a sequence of non-decreasing

singular functions on [a,b] 3 the function

f(x)=2_ f,(x) is everywhere finite. Then

f isalsosingular.
(c) Thereis astrictly increasing singular function

on [0,1]

(d) Any monotone increasing function is the
sum of an discontinuous function and a
singular function

A function f'satisfy a Lipschitz condition on an

interval then
(a) it is absolutely continuous
(b) an absolutely continuous function f satisfies

a Lipschitz condition iff | f '| is bounded

(¢) discontinuous
(d) an absolutely continuous function f does

not satisfies a Lipschitz condition iff | I '| is
bounded.

Let 4 ¢ M beconnectedandlet f: 4 — R be

continuous with f(x) =0 forall x € 4 then
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(@ f(x)>0forall xe 4

(b) f(x)<Oforallxe 4
(c) f'is constant

(d) f:A4— R bediscontiuous at f(x) > 0 for
all xe 4

194. The radius of converges of the power series

2n

X—z"is
n!
@ 0 (b) oo
© 1 (de
195.Pick out the sequences which are uniformly
convergent?

1
) ﬂ(x)Zm on (0,00)
(b) f,(x)=sin"x on [O,%)

1
© ﬂ(x)Zm on (—oq0)

@ 1,00 =541 on [0.1)

196.Pick out the functions which are Riemann

integrable on the interval [0, 1]

1 ifxe{o,0n,na,}

@) f(X)—{

0 otherwise
where «,,q,,...,a, arefixed, but arbitrarily

chosen numbers in [0,1]

0, 1ifx isirrational orifx =0

(b) Jx)= singm ifx:pq,pandq

are positive coprime integers
1 if x is rational
© S = {O if x is irrational
(d) None of the above

197.Which of the following improper integrals are
convergent

0C.23

] dx
(@) / 3l7x+2x4

y dx
b [ ———
(®) L[x2—5x+6

j dx
© DX+ 2x+2
(d) None of the above
198.Which of the following series converge uniformly
2 2

x x
(a) X +1+x2 +(1+x2)2 +--- over the interval

[—L1]
(b) > (a,cosnt+b,sinnt) over the interval
n=1

[~m, 7| where Y, |a, |<oo and

> b, [< oo

.
(©) > @™ cosnx gver the interval (0,00)
n=0

- n
)y =
(d) ;( ) n—+2
199.Let f€C [O,ﬂ. Determine the cases where the

given condition implies that /' =0

(@) f J(x)cosnxdx =0 for all integers n > 0
0

(b) f J(x)sinnxdx =0 for all integers n > 1
0

(©) fx”f(x)dx = 0 for all integers 1 >0
0
(d) None of the above

- L X 4n
200.Consider the series Y (—1) 7

n=1

. Pick out

the true statements
(a) The series converges uniformly on R

Khanna Publishers
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(b) the series does not converge absolutely for
any real value of x
(c) The series converges conditionally
(d) The series is divergent.
201.Let f: R — R bea continuous function. Which

of the following imply that it is uniformly

continuous

(a) fis differentiable and its derivative is bounded
on R

(b) fis 24 periodic

(c) f is absolutely continuous

(d) None of the above

202.Let f be a continuously differentiable 25 periodic
real valued function on the real line. Let

a, = f f(#)cosntdt where n is a non-negative

-7

integer. Pick out the true statements

@) a, —0as n— oo

1
M) la, < C; for all n, where ¢ > ( is a constant

independent of n
(c) The deriative of fis also a 2 periodic
function.

(d) a, =nas n— oo

203.Let f, andfbe continuous functions on an interval
[a,b] and assume that f, — f uniformly on
[a,b]. Pick out the true statements.

(@) If f, are all continuously differentiable, then
£ is continuously differentiable

(b) If f, areall Riemann integrable, then fis
Riemann integrable

(© If x, — x in [a,b], then f,(x,)— f(x)

(d) All the above

204.Pick out the convergent series
OO (n +1)}1
@ 2

1+4"
(b) Z s

Khanna Publishers

Analysis

1 22 3
2° i 3’ g 4* -

(d) None of these
205.Which of the following functions are continuous?

(a) f(x) :inzx",xe[—%,%]

n=1

© I+

) x x>
) f(x)=x +l—|—x2 —(H_xz)z—l—...,xeR
© f(x)—;( 1y’ “:/”x x€[-m,]

(d) All the above
206.Which of the following functions are Riemann

integrable on the interval [0, 1} ?

0, ifx is rational

() f(x)=f(x):{

1  if x is irrational

) f(x)= ILm cos™ (24x)

COS X, ingxg%

© /= sin x, if%<x§1

(d) None of these

207.Consider the polynomial
p(x)=a, +ax+a,x’ +..+a,x" with real
coefficients. Pick out the case(s) which ensure

that the polynomial p(.) hasaroot in the interval
[0.1]

a,+2 4.+ 0
@) @y T
_+_ +a—"—
® 12 23 D (m+2)

(c) a, <0 and a,+a, +...
(d) None of the above

208.Pick out the true statements

+a,>0

(a) If a continuous function f:R — R is

uniformly continuous, then it maps cauchy
sequences into cauchy sequences
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(b) The function f(x) = sm(2 )
Sin x

is uniformly

continuous on the interval (0,1)

(c) A continuous function f:R — R is

uniformly continuous, if it maps cauchy
sequences into cauchy sequences
(d) All the above

209.Let f :[—m, 7| — R be continuous. Pick out the

cases which imply that /=0

@ [ f(cosnxdc=0 gorail >
(b) [ S @)sinmrdy =0 gor a1 >

© f X" f(x)dx =0 gorall n>0
(d) None of the above

210.Let {an} be a sequence of positive terms. Pick

out the cases which imply that > a, is convergent

n+1

2
n
(@) n—H] for all n

(b) ananz < 00

mnla =3
(©) limn’a, = 3
(d) None of thes above

211.Pick out the true statements

2
(@) cosx>l—x7 forall x>0

(b) If p is a polynomial in one variable with the
real coefficients which has all its roots real,
then its derivative p'has all its roots real aswell.

(c) The equation cos(sin x) = x has exactly one
solution in the interval [0, %]

(d) sinx > x*forall x>0

0C.25

212.Let f:(0,1) — Rbe continuous. Pick out the

statements which imply that f is uniformly
continuous

v 1
Asm—s
X

@) f(x)=x

o) 1 Vo) = Yo ana 1)) Vi

© | f(x)— f() <l x—p]| forall x,y€(0,1)
(d) All the above

213.Which of the following statements are true?

(a) Let {a,, },m,n € N; be a double sequence of

|am,1|§Mf0r all
m,n € N. Then ZZ 5 —ZZ anzm

m=1 n=1 M n=l m=1 M N

mn

real numbers

(b) Let {amn }, m,n € N, be an arbitrary double
sequence of real numbers.

Then Z Z azmn :Z Z a2mn

m=1 n=1 n=1 m=1

(c) Let {amn },m, n € N be an arbitrary double

sequence of real numbers.

Then ZZ“

m=1 n=1

(d) None of the above

214.Which of the following functions are uniformly
continuous?

() f(x)=sin(xsinx)on (0,00)
(b) f(x)="xsin }/" on (0,1)

(¢) f(x)=sin’xon (0,00)
(d) All the above

215.Pick out the functions which are continuous at
least one point in the real line

if x is rational

() S(x)= {(S)inx

if x is irrational

x  if x is rational

0 ifx is irrational
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1 ifx is rational
© f@=1
(d) None of the above

216.Pick out the functions which are uniformly
continuous

if x is irrational

€(0,1)

(b) f(x)=sin’ x,x€R

() = S0%
@ f()=—"—,

) f(x)= i,x €(0,1)
(d) All the above

217.Pick out the uniformly continuous function from
the following functions

(@ f(x)=sin’x,x€R
() /() =+x,1<x<2
(© f(x)=x’,xeR

(d) All the above
218.Which of the following functions are differentiable

at x =07

sin IV ifx=0
@ S = A _

0 ifx=0

x> ifx is rational

X) =

(b) J@) {0 if x is irrational
© f(x)=x|x

(d) None of the above

219.Which of the following series are convergent?
=1 . (1

—sin|—

@ 2, n]

2n* +3
5w 47

(b) Z

i (n+1)"
— n+/
(d) None of the above
220.Let f:R* — R be a mapping > f(0,0)=0.

Determine which of the following are jointly
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continuous at (0,0)

1
xsin——l—ysin1 ifxy=0
(a) Sxy)= y A
0

otherwise

2 2

b SN == (x »)=(0,0)

© S o)) =575 () = (0,0)

(d) None of the above

221.Which of the following functions are uniformly
continuous?

@ f(x)=x",xeR

(b) f(x)=xsin J/,xe(0,1)
(©) f(x)=sin’x,x€R

(d f(x)=x’,xeR

222.Which of the following maps are differentiable
everywhere?

(a) f(x)=xgsinﬁwhenx¢0and f(0)=0
®) f(x)=|x x,xeR

© f:R—R> |f(x)—f()|<x—y[? forall

xandy €R
(d) None of the above

223.Pick out the true statements

(a) Ifthe series %:an convergent; a, > 0 for all
n, and if the sequence {bn} is bounded, then
%: a,b, is absolutely convergent

(b) Ifthe series %: @, is convergent and if %: b, is

absolutely convergent then Zn: a,b, is

absolutely convergent.

(c) If the series %: a4, and Zn:bn are convergent,

then %:anbn is also convergent
(d) None of the above
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224.Which of the following functions are continuous?

a) f(x)=lim llog(e" +x");x>0
( ) n—oo p

(b) f@) =[]+ (x—[x])" x> 1 where []
denotes the largest integer less than or equal
to x.

2 nx

xe” +x
e” +1
(d) None of the above

225.Pick out the uniformly continuous functions over

(© f(x)=lim XER

n—o0

the interval (0,1)

@ S =exp(- V)

b) f(x)= sin%

1
f(x)=xsin—=
© NS
(d) All the above
226.Pick out the true statements
(@) |cos’ x—cos’ y|<|x—y| forall x,y €R
(b) If f:R — R satisfies
| f()— ()< x—y|” forall x,y €R
then f'must be a constant function.
(c) Let f: R— R be continuously differentiable

and |f/(x)|§%forall xcR The 3 a

unique xER > f(x)=x
(d) None of the above

227.Pick out the uniformly continuous functions

(@) f(x)=sin’x,x e [0,00)
(b) f(x)= COSXCOS—, X € (0,1)
x

(c) f(x)= sinxcos%, X€e (0,1)
(d) All the above

228.Pick out the convergent series

= 1
(a) Z +Y
n=l pn

0C.27

© S| +1)" =)

n=1

(d) None of the above

229. Let {a,} be the sequence of consecutive
positive solutions of the equation tan x = x
and let {b } be the sequence of consecutive

positive solutions of the equation tan /[y —y.
Then

w 1 w 1
(a) Zn:la_ convergebut anlb_ diverges

o0 1
(b) 2., diverges but
o0 1
Zn:lb_ converges
(c) Both Zn:la_ and anlb_ converge

(d) Both Zn:la_ and anlb_ diverge

n

230. Letx,= 0. Define x ., = cos x _for every n>0.

Then

(a) {x,} is increasing and convergent

(b) {x,} is decreasing and convergent

(¢) {x,} is convergent and x, <lim  x <
x,, ., for every neN

(d) {x,} is not convergent

231. Let f:R —»IR be defined by

fix, )= (e, 7). The area of the image of

the region{(x, y) cR:0 <x,y <1} under the
mapping f is

(a)1 b)e-1
(c) & (d) -1
232. Letf, g: [0, 1] > R be defined by

X ifx’z%for nelN
and fx) =

0 otherwise
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233.

234.

lif x e QN [0,1]

Then g(x) = {0 otherwise

(a) Both f'and g are Riemann integrable

(b) fis Riemann integrable and g is Lebesgue
integrable

(c) g is Riemann integrable and fis Lebesgue
integrable

(d) Neither fnor g is Riemann integrable

Consider the following statements :
P: The family of

{An=(—l,1],n=l,2,...}
nn

satisfies the finite intersection property.
Q : On an infinite set X, ametricd : X x X —

0, x=y
1, x#y

subsets

R is defined as d(x, y) = {

The metric space (X, d) is compact.

R: In a Frechet (T,) topological space, every
finite set is closed.

S:If f: R > X is continuous, where R is
given the usual topology and (X, 7) is a
Hausdorff (T,) space, then f'is a one-one
function.

Which of the above statements are correct?

(a) Pand R (b) Pand S

(c)Rand S (d) Qand S

Consider the statements

P: If X is a normed linear space and M < X
is a subspace, then the closure 3 is also
a subspace of X.

Q: If X is a Banach space and Zx" is an
absolutely convergent scries in X, then
Zx" is convergent.

R: Let M, and M, be subspaces of an inner
product space such that M, " M, = {0}.
Then
Vm €M, m,eM;|m +m]=m|}
+ [l

S: Letf: X > Y be a linear transformation
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from the Banach Space X into the Banach
space Y.

If fis continuous, then the graph of fis always
compact.

The correct statements amongst the above
are:

(a) P and R only

(b) Q and R only

(c¢) P and Q only

(d) R and S only

The subspace P= {(x, y,z)e R’:z=x*+)?
+1} is

(a) compact and connected

(b) compact but not connected

(c) not compact but connected

(d) neither compact nor connected
LetP=(0,1)Q=10,1]; U=(0, 1); S=[0,
1, T=R and A= {P, Q, U, S, T}. The
equivalence relation ‘homeomorphism’
induces which one of the following as the
partition of A?

(@) {P,Q, U, S}, {T}

(b) {P, T}, {Q}, {U}, {S}
(©) P, T}, {Q U, S}

(d) {P, T}, {Q, U}, {S}

Let x = (x, x,,...) € I*, x # 0. For which one

of'the following values of p, the series Z XY,

i=1

converges for every y = (v, y,,...) € I?

(a1 (b) 2
(c)3 (d) 4
For0<x <1, let
Do’ if xisirrational
[y =11t
! 0, if xisrational

and f(x) = ,111_{2 /(x). Then, on the interval [0,
1]
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(a) fis measurable and Riemann integrable
(b) f'is measurable and Lebesgue integrable
(c) fis not measurable

(d) f'is not Lebesgue integrable

x
239.Let f(x) = {(n —1)x+ 1} {nx+1}

and s (x) = Zn:f,.(x) for x e [0, 1].

The sequence {s }

(a) converges uniformly on [0, 1]

(b) converges pointwise on [0, 1] but not
uniformly

(¢) converges pointwise for x = 0 but not for
xe (0, 1)
(d) does not converge for x € [0, 1]
240. If f: [1, 2] — R is a non-negative Riemann-
integrable function such that

AC)) 0
J- T dx — k_‘-f(x) dx#0, then k belongs
1 1

to the interval

1
(@) ["’ ﬂ

2 4
(c) [ga 1} (d) [L ﬂ

241. The set X =R with metric

x-y

d(x,y) = 1+|x—y| is

(a) bounded but not compact

(b) bounded but not complete

(c) complete but not bounded

(d) compact but not complete
242, Let

0C.29

et 1L (60)%(0.0)
fox, ) = (& +)7)?
k, (x,»)=(0,0)
Then the value of & for which f(x, y) is
continuous at (0, 0) is

1
(@0 ®) 5
1 d 2
(©) @ 3
243. Let A and B be disjoint subsets of R and let

m* denote the Lebesgue outer measure on
R.
Consider the statements:

P : m* (A U B)=m*(A) +m* (B)

Q : Both A and B are Lebesgue measureable
R : One of A and B is Lebesgue measureable
Which one of the following is correct?

(a) If P is true, then Q is true

(b) If P is NOT true, then R is true
(c) If R is true, then P is NOT true
(d) If R is true, then P is true

244. Letf: R — [0, ) be a Lebesgue measurable

function and E be Lebesgue measurable

subset of R such that then J.f dm=0,
E

where m is the Lebesgue measure on R .Then
(a) m(E)=0

d){xe R :fix)=0}=E

(c)m({x e E:fix)=0})=0
(dm({xeE:fix)=0})=0

Let {f } be a sequence of real valued
differentiable functions on [a, b] such that
f.(x) = fix) as n — oo for every x € [a, b]
and for some Riemann-integrable function f':
[a,b] — R. Consider the statements

245.
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246.

247.

P, : {f} converges uniformly
P, :{f} converges uniformly

P : j"fn(x)dx*jzf(x)dx

P, : fis differentiable

Then which one of the following need NOT

be true
(a) P, implies P, (b) P, implies P,
(c) P, implies P, (d) P, implies P,

n n

X d _
oz 2 g,(x) = 1

Letf (x) =

[0,1] and x € N. Then on the interval [0,1],
(a) both {f } and {g } converge uniformly
(b) neither {f } nor {g } converges uniformly

for x e
X

(¢) {f,} converges uniformly but {g } does
not converge uniformly

(d) {g,} converges uniformly but {f} does
not converge uniformly

Consider the power series Z \/— and Z
Then

(a) both converge on (—1,1]

L,1)

(c) exactly one of them converges on (—1,1]
L,1)

(b) both converge on [—

(d) none of them converges on [—
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Let X = N be equipped with the topology
generated by the basis consisting of sets
A={mn+1,n+2,..},ne N. Then X is
(a) Compact and connected

(b) Hausdorff and connected

(¢) Hausdorff and compact

(d) Neither compact nor connected

Consider the metrics

b 1/2
dy(f, g) = [jlf(t)—g(t) 5 dt] and d_ (f; g)
= s;llz]|f(t)—g(t)| on the space X = C[a, b]
tda,
of all real valued continuous functions on
[a, b]. Then which of the following is TRUE?
(a) Both (X, d,) and (X, d_) are complete.
(b) (X, d,) is complete but (X, d) is NOT
complete.
(¢) (X, d,) is complete but (X, d,) is NOT
complete.
(d) Both (X, d,) and (X,
complete.

A function f: R — R need NOT be Lebesgue
measurable if

d ) are NOT

(a) f is monotone

(b) {x € R: flx) > a} is measurable for each
aecQ

(¢) {x € R : flx) = a} is measurable for each
aelR

(d) For each open set G in R, £1(G) is
measurable
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0C.31

1. (b)

7. (b.d)
13. (a,b,d)
19. (a,b,c.d)
25. ()
31. (a,b)
37. (a,bc)
43. (a)

49. (b)
55. (a,b.c)
61. (b)
67. (a,b.c)
73. (a,b)
79. (b.c)
85. (a,b.c)
91. (a,b)
97. (a,b.c)
103. (a)
109. (a)
115. (b)

121. (c)

2. (ac)

8. (a,b,c.d)
14.(c)

20. (a,b.c)
26. (a)
32.(0)

38. (b)

44. (a,b,c.d)
50. (a,b.c)
56. (c)

62. (c,d)
68. (a,b,c.d)
74. (a,b,c.d)
80. (a.c)

86. (a.c)

92. (a,b.c)
98. (c.d)
104. (a,b.c)
110. (a)
116. (a)

122. (b)

3.(b.d)

9. (a,b,c.d)
15. (b)

21. (c.d)
27.(0)

33. (a,b.c)
39. (¢)

45. (b,c.d)
51. (a,b,c.d)
57. (a)

63. (a,b.c)
69. (a)

75. (a,b.c)
81. (a.c)
87. (a,b)
93. (a,b)
99. (a,b)
105. (a)
111. (b)
117. (a,b.c)

123. (a,b,c)

4.(d)

10. (b)

16. (a,b.c.d)
22. (a,b.c)
28. (a)
34.(d)

40. (b)

46. (a)

52. (a,b,d)
58. (d)

64. (a,b,c.d)
70. (a,b)
76. (b.c,d)
82. (a,b.c)
88. (a,b,c)
94. (a,b,d)
100. (a,b)
106. (c)
112. (a.c)
118. (d)

124. (b)

5. (a,c)
11. (a,b,c.d)
17.(a)

23. (a)

29. (a)

35. (b)

41. (c)

47. (a,b)
53. (c.d)
59. ()

65. (b.c)
71. (a,bc)
77. (a,bc)
83. (a,b.c)
89. (a,b)
95. (b.c)
101. (a)
107. (b)
113. (a)
119. (a)

125. (a,b,d)

6. (b)

12. (a,0)
18. (a,b)
24. (a)
30. (a)
36. (c)
42. (a,b)
48. (a,b)
54. (b,d)
60. (a.c)
66. ()
72. (a.c.d)
78. (a,b)
84. (a,b.c)
90. (a,b,c)
96. (a)
102. (a,b.c,d)
18. (b.d)
114. (a,d)
120. (a)

126. (a)
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127. (a)
133. (a)
139. (a,b.c,d)
145. (a,b)
151. (a,b.c,d)
157. (a)
163. (d)
169. (a)
175. ()
181. (b)
187. (a)
193. (a,b)
199. (a,b.c)
205. (a.0)
211. (a,b.0)
217. (a,b)
223. (a,b)
229. (b)
235. (c)
241. (a)

247. (b)

128. (a)
134. (a)
140. (b.c)
146. (a,b,d)
152. (ab,c)
158. (a.0)
164. ()
170. (d)
176. (a,b)
182. (c)
188. (a,b,d)
194. (b)
200. (b.c)
206. (b.c)
212. (ac)
218. (a,b,c)
224. (a,b,c)
230. (c)
236. (d)
242. (a)

248. (b)
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129. (a,b,c.d)
135.(c)
141. (a,c.d)
147. (a)
153. (a,b)
159. (a)
165. (a)
171. (a,c.d)
177. (a)
183.(c)
189. (b)
195. (c,d)
201. (a,b,c)
207. (a,b,c)
213. (a,b)
219. (a.c)
225. (a.0)
231. (d)
237. (a)
243. (c)

249. (a)

130. (a,b)
136. (b)
142. (a)
148. (b)
154. (a)
160. (a)
166. (a)
172. (a)
178. (b.c)
184. (a)
190. (b)
196. (a,b)
202. (a,b,c)
208. (a,b)
214. (b,c)
220. (a,b)
226. (a,b.c)
232. (b)
238. (b)
244, (c)

250. (a)

131. (a)
137. (a)

143. (a,b.c,d)
149. (a)

155. (a,b,c,d)
161. (b)

167. (a)

173. (b)

179. (a,b)
185. (a,b)
191. (a,b.c)
197. ()

203. (b,c)
209. (a,b,c)
215. (a,b)
221. (b,c)
227. (ac)
233. (a)

239. (b)

245. (c)

Analysis

132. (a,0)
138. (b)
144. (a)
150. (a)
156. (a,c)
162. (a,b.c)
168. (a)
174. ()
180. (b)
186. (b,c.d)
192. (a,b)
198. (b)
204. (a,b)
210. (a,b,c)
216. (a,b)
222. (a,b,c)
228. (b.c)
234. (c)
240. (c)

246. (d)
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EXPLANATIONS

1.

12.

14.

It is possible to place a linear order on C so that we do not get an ordered field, and impossible to place
a linear order of C so that we do get an ordered field.

Tn 7
(b) Convergent by the root test, el - 3 <1 (d)Convergent by alternative series test.

|x+y|Hx]|+|y]| doesn’t have to happen. For example; let y =—x#0.

(a) True: There is a metric space X with open sets. U, > (U, is open. For example if X is any set and d

is the metric d(x,x)=0and d(x,y)=1 for x # y.

(¢c) True. If S, — S and ¢, > ¢then S ¢, > St.

Intervals of convergence for power series are always either a bounded connected interval or infinite on
both sides.

(a) False. If f(x)=-|x| then fhas a maximum at x=0 but f'(0)=0. - f'(0) doesn’t exist

b b
(b) False. It ¢ is not differentiables then J.fda cannot equal to If a'dx

a

(c) False. Let [a,b]=[0,1] and let f (x)=x".Then each f, is continuous.

. 0 x=0
However, 'llljgfn =f(x) where Jf(x)= {1 =1 which is clearly not continuous.

(d) False: For an explicit counter example let f(x)=x+1, g(x)=xand ¢=1.

() ()
limZ—=L =1 e lim =2.
Then 1M 2 (%) while 1D 2(x)

¥ +1 C(x+D(x-1)+2
x—=1  (x=1)

2
=1+x—: =l+x-2(1+x+x*+..). Thus a,=a, =-land a, =-2 for

all f>2
‘ . | 1 Sla, | .
(i) As |sin(nt)[<L]a, < PR Since Z? converges. So = | ig also converges by the comparison

test. * Zan converges absolutely.

(i)For ne N, —p> <—n. 0<2 <2 and so Z\ D2 | converges by comparison with the

n=1

covergent geometric series 22_"- Z(—l)nz_n converges absolutely.

n=1 n=1
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CE.2 Analysis

n+l

S
1+x”+] _ l+x" N
18. (a) Usetheratiotest x" |4 x"! ".The series converges for | x|<1 and in particular on [0,1).
I+x"
(b)For 0<x<a<l. oy <a". -4 <1 the geometric series 3" converges. By the Weierstrass M--
X

test, the series converges uniformly on [0,a)

20. (a) By the density of Q, there is a rational number ;3 4 —+/2 < <b—+/2.

Thus g < r++/2 <b. - r++/2 is irrational.

(b) x is an upper bound for A. To show that x =sup 4. Let g>(). Since X—& <X, 3 a rational number
I X—E<r<X by the density of 1 rational numbers. -- ¢ 4 and X—E<7V. = x=sup 4

(c) Suppose to the contrary that a>b. ~a-b>03IneN>a-b> % by the Archimedean property.
This is equivalentto a>b+ % which is a contradiction.

23. - f, has a jump discontinuity at x = ( it does not affect the value of the integral. Thus, for any fixed n

we have that I J, (x)dx = arctan(nx) _| :”jyg_}_[ﬁ(x)dx:”

—o0

[ 1 j ! [ lj !
a,,=—|1+ n is even a, =|1+— n is even
n+1 n |
X = Y, =
24. ! " Hence—1-—<x, <-1
a, =—(l+l) n is odd a, :[1-1-#} nisodd "o n
n n+l

and 1<y <1+y, .Sox, >-1 and y, =1 (i.e.) liminfa, =—1and limsupa, =1.

a1
-1)"x" lim =li
26. Here @, =1 'Hw| a, | " (n+2 = x| by Ratio test the series converges for | x|<1 thus
n n+1

R =1 the interval of convergence is (—1,1).

1

d 1.3 y
N ) . . —x no_ _1 nxn
27. We have f(x) I (—1 +xj . The power series representation of o x is ;( ) ;( )

d > n 7 > n n— > n+ n+
The representation of f(x) is _EZ(_D X Z—Z(—l) " :Z(—l) ™!

n=0 n=1 n=1
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t
1-

28. The power series of 5 is Z(tg)n = X" . Hence, the integral as a power series becomes

8n+2

8n+2

J.ﬁdt :J'Ztg"“dt =C+).

. The radius of convergence is R =1.

31. (@) Let F ={f:{0,1} — N}. There is a bijection g between F and all pairs (m,n)e N°, given by
g(f)=(m,n) where m= f(0) n= f(1).Hence F ~ N?.But N? is countable. - f is also countable.

(b) The set of finite subsets of N is countable, since it can be written as a countable union of countable
sets.

32. (¢) True. Consider an examplea, = [1 +(-1)" J n, pn>0. Theoddterms a,,, , =0 forevery »>0 and

the even terms a,, =2, for every n > 0. The sequence is unbounded and it contains the constant

subsequence a,,,, =0 which is Cauchy.

1
33. Put g, = IR is a fixed real number. If x =0 then a, =1forall n>1, so lima, =1. If |x|<1 then

x" >0 as n—>owso lima, =1.If | x[>1then x" _5 +oo so limag, =0. If x=1, a, =% for all n,
so lima, =%. IfIf x=1,a_ is not well defined, so no limit.

36. (i) True. If f ((a +b)/ 2) # 0 then this number is either > ( (and f has different signs at the end
points of [a,(a+b)/2], or <0 (and fhas different signs at the points of ([(a +b)/2,b].

(ii)True. Let x be in each /,.If f(x) <0 then thereissome §>0>5 f(¥) <0 forall yin [a,b] with
|x—yl<o. Letnbe 5 (b—a)/2" < 8. Since length I, =(b—a)/2" all the points yin /, satisfy

lx—yl< %n <6 hence f(y)<0 forall yin I,. Contradicting that f has opposite signs on the

endpoints of /,. Similarly we cannot have f(x)>0 thus f(x)=0.
37. (a) True. Forg>0 let 0=¢ and for all |x—y|<J we have ||x|—\y|| Jx—-yko=e.

. f(x) 1is uniromly continuous (use the triangle inequality to for || x|—-ly \| x—y))

(b) True. |x+y|<6 forall x,y €[0,3] by the triangle inequality. For g>() let & =% so that for all
|x=yl<d and x,y €[0,3]. wehave | f(x)~f(») |5 x* =" [=Hx=y[(x+)) <6[x-y| <65=e.

. f(x) is uniformly continuous [0, 3]
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2 2
n -1 x -1
38. a,=— 1 is positive and converges to 0 as n — 0. To show a, is decreasing. Let [f(x)=— 1
n x

—x* +3x% +2x

S0 = (x3 + 1)2 “Vfor x>3. .- a,is decreasing for >3 and thus the series converges by

2 oont 1 1 |

the alternating series test. - ~1 >2 >—and Z— diverges by the comparison test, 23—
Pl 28 4n N o +1

diverges. .. The series converges conditionally.

5n° +2n+cos’(e") _ n

11 & 1
39. m = 4 \/’Ts 2 PR and HZ::,— diverges, the series diverges by the comparison test.
(x+1)n+l ‘
(1)’ la, +1]_|(n+D(@n+2) S TIN o
a = . n — - = . lim[-* =lx+1<
40. Leta, = s | a, | (x+1) 1] —— 1+% s |
n(n+1)
20 =23 s O mplies th by alternation seri
(=2,0); S|, Snm+)) Which implies that convergent by alternation series
. S (x+1)n N o0 1
x=0: ; n(n+1)|_, = ; a(n+1) Which implies that convergent by comparison with ;n_z

. The interval of convergence is [-2,0].

b

<¢,.
A

Being smaller than a convergent p-series, the given series must be convergent itself.

e

42. (a) Use the comparison test - 5 >1 we have% <1; e% <es

i
. . . e . . .
(b) by the alternating series test with a, = . a, is certainly non-negative for each » >1and
n
1
. . eA e .1 ) )
limag, =lim— = lim— =lim— = Moreover a, is decreasing for each 5 >1
n—x% n—o n n—x0 n n—ow n
1! ] 1
eA _ eA (-n)>n— eA -
P e =——(n" +1) isnegative for each 5 > 1. Thus the given series converges
n

by the alternating series test.
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1
43. The sequence %n+1 = 4 _a_ for each 77 > ] is monotonic and bounded hence also convergent. Let us

44.

46.

47.

49.

51.

n

denote its limit by L.

g 1 44164 4+23
G =4 LA P eal1 =05 Le——— = =213

Since, a, =2 foralln, [ >2andthisimplies 7 =2 4+./3

(a) Since all the terms in the sum are positive and m > n then Sn| =S§,—-S,. Thetermsis

z_

k= n+l

1 1
(b) k(k=1)=k*> -k <k*. -+ All trms are positive el < k(k——l)

1 1 1 z 21 1 1 -1
(c) Tk —1) :;_k—l . Then Z k(k 1) = Z ;_Eallcancel except for the term o and —-.

k=n+1 k= m

s 1
Thus kg;lk(k—l)_n -

11
Z Zk(k D m 2w,

k= n+l k=n+1 n n m

(d)

f,(x)=x"(1-x). Note x" > x"'on [0,1] if follows that f  (x)<f,(x). For 0<x<I.x" —0,also
f,(x) >0for 0<x<1.Forx=1, f,(1)=0 for all n, lim £, (x) =0 for all x<[0,1].

From Dini’s theorem it follows that f, converges uniformly to 0. - the limit function is continuous,

( A ) is monotone and [0,1] is compact. .. f converges uniformly to 0.

(a) True. If the sequence is bounded then all of its subsequence are bounded

(b) True. If all subsequences are unbounded, then the sequence must be bounded. In particular, a sequence
can be regarded as s subsequence of itself.

(d) The function is differentiable at 0 with zero derivative. Its slope function is the fourth function which
is continuous at 0.

(a)Forall x<y, V(y)-V(x)=V(f,[x,y] because V(f,[x,y] is the supremum over all possible
partitions P and P ={x,y} isa partition. SoV (f,[x,y]2] f(¥)—f(x)20 V(y)-V(x)=0

V(y)=V(x) forall y>x.

-V isincreasing on [a,b]
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b) | fet)=f(e) I flet)=f +| f©)=fe)] |V (e+)=V(c)]
-V is continuous, ¥ (c+)—V(c")=0
| fe+) = f(e)I<0
SleH)=f(cr)
So, fis continuous at c.

(¢) Given &> 0 by the approximation property of the supremum P = {xo,xl,...,xn} a partition of

[ab]>V (£ilabl) = < 1 £ (x)= £ (5.)

Insert x,_, into the partition 3 0<x,_, —x, <& | f(x,.,)—f(x)l<ée

new

Because f'is continuous.

Then V(fleb) =% < f (%)= (%) | +17 (x) = £ (3,2, +§|f ()= (x)]

P deb) =5 < S+l £ (5)=1 ()| 43517 (5) =1 (5]

V(fleb)=V(f(x,.,.b) <&

—x, <0 then V(x

new

)-V(c)<e

new

V(f[ex,,])<e, forall E>0wecanfind ¢ 5 5 if x
So, V'is continuous.
54. (b)Let K 3| f'(x)|< K for all x €[a,b]. By mean value theorem , there is a number
e fx)-fO)=H f'(e)|[(x—-0) < K.1=K - So, fis bounded by f(0)—K and f(0)=K.
(d) Products of integrable functions are integrable.

n+l

A
1+xn+1 B 1+ x" Sy

57. (i) By theratiotest x" 4 x"! . The series converges for | x|<1 and in particular on [0,1)
1+x"

58. (i) By Extreme value function, fattains its minimum m for x €[a,b]. By hypothesis, f(x)>m >0 for

all xe[a,p]. ~0< %f(x)ﬁ Y forall xelab] = %ris bounded on [a,b]

1
(ii)Let g=1 define sequences in (0,1]. {xn} = {nz +1} and {yn} = {%} , lim|x,—y, |=0 but

| f(x)=f(y,)En* —n+1|=n(n-1)+1=1=¢ for all neN. So by the sequential crieterion for
Nonuniform continuity, the claim follows.
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59. (i) Fixne N, f,(x) = f(x)=0pointwise for all x by the Extreme value theorem ./ 1] (x)= e (1 ~2nx’ )

1 1 1
The critical points of foccur at * = iE The extrema of fon [0,1] are im at [x =z \/ﬂj

_ _ 1 .
Thus M = XSE?(R] PACESACIE Len v limM, =0 { fn(x)} is uniformly convergent on [0,1]

n—om

cos(2"(x)
2/1

1
<

2y cos(2"(x)
2"

(ii)Let /, (x) = Z > forall x e R.foranyfixed ne N, f, iscontinuouson R.

n=1

S 1 . S .
for all x e R and ZF converges ., By the Weierstrass M test. an(x) converges uniformly to

n=l1 n=0

f(x)on R. Thus f'is continuous on R.

B (a+b+D)n* +(Ba+b+2)n+2a
n(n+1)(n+2)

60 A —£+L+ b
) " n n+l n+2

+b+1
If a+b+1=0then |(a+b+1)n2+(3a+b+2)n+2a|2|“ |n2

la+b+1] n’ Jlatb+1]1
2 (n+D(n+2) 8 n

For large n so [7.,| 2

c(m+D(n+2)<4n’for p>1.

[ .
Z; diverges, Y. 4, diverges.

Assume that g+ p+1=0. Then if 3g+p+2 = 0then|Ba+b+2)n+2al<|3a+b+2|n for large n

2|3a+b+2| 1
so that |4, [< m and the series converges since Zm converges.

If 3¢g+b+2=0,then 2a =—1, and the series converges.
63. (a) Claim 4, B, is empty. If not take x e 4, N B,. x€ 4,and x e B, xe B, orx is a limit point of
B,. xeB,. xe 4, B, (i.e) q(x)e AN B a contradiction. -+ 4 and B are separated.

Claim: x is a limit point of B, = g(x) is a limit point of B. Take any neighborhood N, of ¢(x) and

q(t) lies in B for small enought z. More precisely.

r
X — <t<x+
|b—a| |b—a|
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r r
*+ x is a limit point of B, and (x— b—a| X+ b—a J is a neighborhood N of x, thus N contains a

point y #x>ye B,, (i.e) q(y) < B.Also qg(y)eN,.
- q(x) is a limit point of B. Hence, ¢(x) e A B a contradiction. Since 4 and B are separated.
Hence 4, EO is empty. (i.e) 4, and EO are separated subsets of R

(b) Suppose not. For every to € (0,1) neither ¢(¢,) € A nor g(¢,) € B (" 4 and B are separated). Also
0 0
q(t,) € AUB for all to € (0,1). Hence (0,1) = 4, U B, a contradiction. Since (0,1)is connected.

(c) Let S be a convex subset of R If S is not conncted, then S is a union of two nonempty separated sets
A and B. There exists to € (0,1) > ¢(¢,) € AU B.But S is convex, ¢(f,) mustliecin 4UB, a
contradiction. Hence S is connected.
68. (a) True. Letx,y € R and assume x < y. cosine is a differentiable function on R. So in particular it is

continuous on [x,y] and differentiable on [x, y]. Thus by the mean value theorem there is some

COS X —COS Y

N COSX —COS ¥
c€[x,y]>cos (c)_—x—y . But cos'(c)=sinc and |sinc|<l; [

xX=Yy

<1

.‘.|cosx—cosy| Ix-y|.
(b) True. Let f(x)=e" —ex. Then f(1)=0 and f'(x)=e" —e

For x <1; f'(x) <0 sof is a decreasing function on (—o0,1). For x > I; ' (x) > 0 sofis an increasing

function on (I,0). Thus f(x)>0forallx e R. = ¢* >ex forall xeR.

(c) True. Let g(x)=x-sinx for x>0. Theng(0)=0 and g'(x)=1-cosx>0. Thus g is always

nondecreasing on [0,%0). Thus x —sinx>0and x>sinx for x>0.

1
(d) True f(x) is continuous on [1,%0) and fis differentiable on (1,%). In fact /' (X) = < <1 for all
xe(1,0). .. f1is uniformly continuous on [1,).

70. (a) For fixed x >0 we have f(x)= ’{gn}cﬁ,(x) =0

t—¢&t
(b) If x €[0,¢] for some fixed ¢ >0, given £>() let N:maX{T,l}-Then if >N and x€[0,7]

t < t
t+n t+n

we have f,,<x)—f<x)|=|xjn|s

=G ( fn) converges uniformly to fon [0,¢].
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Analysis
COS X
—dx forany 4>1.

s1n X _cosx
73. (a) Use the integration by parts to get j _[

x
7 dX is absolutely convergent.

lim| ———

A
cos x cos(1)
/Hw[ N } ——— =c08() and the improper integral I

1 1

sin x
: j—dx is convergent

Tde 71
j :Jde is convergent (because
1 1

e 17

X

1 1
(b) The inequality m < \/xT forany x>1. --

T
% > 1), by the comparison test J; mdx to be convergent
! =1.

X
1+=
n

=1lim

n—o0

(@) Since f,(0)=0forall ne N. f(0)=0 andfor x > (0 wehave hm1
n—ow + nx

75.

= f(x)=1for x>0

| nx 1 1 1
(b)Letn>11f0<x</then|1 1:1+nx>m:E

= { f } does not converges uniformly to fon [0,)

:O

nx 1 1
-1 = < hm
(©1f x2 g then |1+nx ‘ l+nx 1+na and thus o ]+n

= { fn} conerges uniformly to fon [0,c0)

lim = 2x+; =2x(b) 2x is continuous on [0,1]

n—ow

76.
. . 1 !
(c) lim g (x)=lim2+—=2; - [lim g, (x)} =g'(x)=2.
n—oo " n—»o n n—w
=liml +L =1

1 1
X
lim | g, (x)dx = lim | 2x+—dx
(d) n—)oo-([ n—m-([ n n—w 2n

1 1 1
Ig(x)dx =1, Ilim g, (x)dx = jg(x)dx =1
0 0
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_ 2
79. (b) Consider the limitalong the curve x=y =0. Then lingi2 =—1. If we consider the limit along the
220 7

curve x =z =0then Im—=0_..We get two different limits along two different curves. The limit

y—>0 y
does not exist.

xsinx
. . . _ : 1 .
(c) Consider the limit along the curve given by y =x then 11_{13 PR A limit along the curve given
~x then lim—XSnX A ifferent limits al iff
by ¥y =-x then e 3 .. We get two different limits along two different curves and so

the limit does not exist.
(n+1n""

n

nx

80. (a) Fix x €[0,1) then the sequence (nx") consists of non-zero terms and £ =1im

. n+1
=hm(%jlﬂ = 1.|x| = x<1. Hence limnx" =0 for x€[0,1) for x=0 g,(x)=g,(0) = n.0"=0

for all n. So, limg,(x)=0 for all x<[0,1)

1 1 n+l ! 1 1
n X n . . n =lim————— 1
g, (x)dx = |nx"dx =|n = . lim| g, (x)dx =lim—— ~ 5. = _
(C) .([ .([ |: n+1:|0 n+l1 SO’ nﬁm?[ n—op 41 (%)4—1 0+1 1

81. (a) Suppose ZEX > For each n. Let E, = {x € E:xz%}. Then each E, is a finite subset of E.

Otherwise if £, is an infinite set for some 7, then letting F, be a subset of £, with K, elements for

each K € N; Sp 2 K. Then Z‘;x 2 8. 2 K for each K contradiction. Now E = UE, so E is countable.

n> Fc{x,x,..x,} so S, <S, and SFIiI;SF <SUPS,. Hence, D, ¥ =Sup.S, =supS, = x,

xeE Feg n=1
85. (a) Let E be a subset of a complete metric space. Suppose g is dense and F'is a closed set contained in
E.Then f¢~ E¢ So peis dense and F is nowhere dense.
(b) Suppose E and ge are both dense in a complete metric space X. Also suppose that £ and ge are both

F'ssay E=UF, and E°=UF 71 where each F, and Fn1 is closed. By part (a) each F, and
F 11 is nowhere dense. Then X =UF, UUF’ ' 50 X is of the first category, contradicting the Baire

category theorem. Hence at most one of the sets £ and gc is an F,

(c) The set of rational numbers in [0,1] is an F, . Since the set of rational numbers in [0,1] and the set
of irrational numbers in [0,1] are both dense in the complete metric space [0,1] the set of irrational
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numbersin [0,1]isnot an F, by part (b). Hence its complement, the set of rational numbers in [0,1]

isnot a G;.

X X x +..+x vy —r ¥
87. (a)—'”+...+—”> = L =" =1-=

rm rn rm rm rm

xﬂ xm xn
If m<n If Zr_ converges, for e>03 N> r_+m+r_ <€ for all m, n wherever n>m > N.

n m n

xm xn rn
Fix m — N. Thus r—+---+—>1* =1-1-"r forall > N .

m rn rm rN
2 +i*>1
But , — 0 as n— oo, thus PR as n— o0o.

If we take € = % we will get a contradiction.
(b) o <T,
Vi <l
\/Z +ha <24,

rn + r)H»l < 2

Jr,

[ <2({fr, )
jéd(ﬁ—ﬁ)

(N =)

Since for all x, > 0 for all n

Hence \/’ (\/_ \/_) —2(\/_ JZ)

R >
r,— 0as n — oo . Thus . is bounded. Hence . converges.
n

n

>0

n n

1 a 1 a e
b, —b,., =b ——|b +—|==|b ——| ==
88. (a) n n+1 n 2[ n+bn] 2[ n b] 2[ b
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CE.12 Analysis
Since, b, >« : Hence {b, } decreaes monotonically. Also {b, } is bounded by 0, thus {b, } converges.

_1

«
5|65 b =a, b, >0 forall n. Thus

Let, limb, =b .Hence,limb, , = lim%

b, +—
byl

b=+a.limb, =+/a.

1

! B U ) I

=<
2b 5 n+l 2bn 2\/&

n

«
b, +—
n b

n

b+~
b

n

(b) bir =

1
N bn+l_\/E:5

y
£
Hence €,,, <8 ﬁ] where 3 = 2+/a by induction.

N 1 1 1

© 555 2B2+B) 6+4B “10

Thus & <8 F[2 <2010 <4107, € < 5|52 <2310 <4107
b+, 4.t
89. (a)Let tn :Sn _S’ T, =0, — S Then T :n—"_l

Choose M >05|t, |[< M for all n. Gives € >0, choose N so that > N implies |¢, |<e. Taking

(%+q+m+g)mdmm|TJSM|+,HQLJWJ+W+M|<(N+DM+

3
n+1 n+1 n+1 n+1

n>N in’Tn:

Hence, limsup |7, |<e. since & is arbitrary, it follows that 3152 |7, =0 that is limo, = §

n—o00

n—1 n

) 2 kx, =Y k(S =8,) =D ks, => S, =nS,> =8 =(n+DS,=> S =(n+1)
k=1 k=1 k=1 k=1 k=1 k=0

=limnx, _

n—oo

1 n 1 n
ie)(S —o )=——> kx i lim kx
(i.e) ( n n) nrl ; « . Note that {nx,, } is a complex sequence. 'Hx[n 1 ; k

Also limo, =0 . Hence [imS = ¢
93. (a) Assume g is continuous iff for sequence {xn } — 0 with x, =0, x"sinx * —0 as p — 0.

Je
1

X =|——

>0 and thus x* — 0 as n — oo. Hence 4> 0. (Ifnot, then g=0o0r g <0
(2n7r+%) "

a ¢ = 1 1
when @ =0, x* =1 when a <0, % Aﬂ 7 as n— oo. Itcontradicts).Conversely assume g
xa

is continuous on [—1,1]— {0} Clearly note that —
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Analysis CE.13
a > 0. Thus g is continuous at x = 0, Hence g is continuous

(b) g'(0) exists iff x* 'sin(x )= 0 as x -0 g'(0) existsiff a—1> 0. Also g'(0)=0.

n+l

1—x °

96. If x=1; S, szk = Ifwelet n — oco. For x=1 weget 1+1+1+... Which evidently
k=0

diverges

99. (a) If not, then 3 two distinct fixed points, say x and y of /. Thus f(x)=xand f(y)=y.
Since fis differentiable, by applying mean value theorem f(x) — f(y) = f'(t)(x — y) where ¢ is

between x and y. Since x = y, f'(¢)=1. It contradicts

et

(I+e)’

(b) To show that 0 < f'(r) <1forall real ¢; /' () =1+(=D(1+e) e’ =1-

Since ¢ >0; (+e)Y =>10+e)1+e)>A+e)=(1+e)>e >0
For all real 7, thus (1+¢')’e' >0; (14¢€') e <1. For all real 7. Hence 0 < f'(¢) < 1 for all real

t.Since f(t)—t=(1—e')"" >0 for all real ¢, f(¢) has no fixed point.

101. (a) Bounded since 4 is a subset of the closed unit interval 7 =[0,1]

108. (b) True. That is because of all the points in N are isolated points of N.
(d) True. Let h(x) =f (x)— g(x) , then 4 is continuous on [0,10] & differentiable on (0,10) &

h’(x) =0 forall xe (0,10) . h(x) = constant. Since h(ﬂ) =0 = constant. We have h(x) =0
& o f(x)=g(x)

1
109. (a) f (x ) =X sm; is well defined for all x = (. For any ¢ > (. There exists § = ¢ such that whenever

(1
xsm(—j—o
X

(x—l)(x—3) 1

Lim
110. (a) *! (x—l)(x+1)(\/x2 3 +2J§) 4

< |x| <¢ . Limxsin(lj =0

0<|x|<5 we have )Ho .

112. (a), (c) )I:_lfll}f(x) = Lim(2x+5) =7 : Limf(x) = Lim(9x2 —2) =7 We have elj’llf(x) = f(l) =7

x—1" x—l1* x>t

FE)-S0) o 2xe2

i i "(1)=Li Lim=——==2
f(x) is continuous at 1. £~ (1) )lelrg = )Hn;} 1
—f(1 2 _
fl(1)= LimM — Lim 22 218 We have f1(1)# f!(1)= f isnot differentiable at 1
x—1* x-—1 -1t x—1
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CE.14 Analysis
114. (a) True. Since any deleted neighbourhood of x is a union of two open intervals

(d) True. For x eintS , which means N(x,&,) = S for some &, >0, we have N(x,& )N (R\S)=¢

and x g pdS . .. ItSNbdS=¢.

115. (b) By choosing 5 = 2k , we have S,;, =1—>1 as t — o0 and by choosing S,, | =—-1—> -1 as f - w.

Therefore S, =cos(nx) is divergent.

(\/n2+2n—\/n2—3n)(\/n2+2n +\/n2—3n)

. Lim(\/n2+2n—\/n2—3n) = Lim
116. (a) am n—e (\/n2 +2n +\/n2—3n)
= Lim n =§
2

n=ee (\/}12 +2n -i-\/n2 —3n)

n

118. (d) 1) incorrect: Example let S, =

for ne N, which is a cauchy sequence (since it is not
n

converges to 0) but it is not monotone

2) Incorrect: Example Let S, =—1 for all » € N, then every g > ( there exists N =0 R such that

for every n> N we have S, <& but LimS, =-1#0

Nn—>0
(n+1)2 5
Sea v (1) 1 2
19.(a 5 02 = 10172 1.01 as n—>o. . Wehave Lim—1 5 =0
n . n—w |,
1.01"

120. (a) Let S:{ " _in GN}Z{l,E,Ea---}.The set S is bounded below, 1 being a lower bound for S.
n+l 2 3 4 )

1 . . n .

5 € S . glb of S (ie) inf § =5 Since, 1 <l V neN  therefore 1 is an upperbound for S.
n

Any real number less than 1 cannot be as upper bound for S. . 1 is as upper bound for S. sup S=1

123.(a) Let x e Z . Forany ¢ > (0, x—& & x+ & are two distinct real numbers and we know that
between any two distinct real numbers there lie infinite irrational numbers which are definitely not

members of Z.. (x —-&,X+ 8) ¢ Z, Ve&>0. - Zisnotaneighbourhood of x

(b)Let PeQ; (P—E,P+ 8) zQ, Ve&>0. - Qisnotaneighbourhood of x.

(c) Let R denote the set of all real numbers and Q denote the set of all rational numbers. Then

R-Q is the set of all irrational numbers. Let X € (R — Q) .Forany ¢>0,x—¢ and x + g aretwo

distinct real number and between any two distinct real numbers there lie infinite rational number
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which are definitely not members of R-Q. Thus there exists no ¢ > () such that (x —-&,X+ 8) cR-0
. R—Q is not a neighbourhood of x.

125. (a) Since (2,4) is an open interval 3 e (2,4), (2,4) is neighbourhood of 3
(b) Since there exists an open interval (2,4) such that 3 e (2,4) < [2,4]; .. [2,4]isaneighbourhood
of 3

1 1 1
(d) [2,4]- {32} is a neighbourhood of 3. Since there exists an open interval (3 _g 3+ gj such

e 36(3‘?3%%[[2,4]—{3%}}

126. (a) We shall show that every real number P is not a limit point of the set S which is a finite set. since the

set S is finite, therefore if we take any ¢ > 0, the open interval (P —-&, P+ 6‘) contains at most a

finite number of points of the set S. Thus (P -&, P+ 6‘) is a neighbourhod of P which does
not contain infinitely many points of S and so P is not a limit point of S. Thus every real number P

is not a limit point of S and so the derived set of S is empty (ie) D(S)=¢ .

n
130. (a),(b) 4 is denumerable because the mapping f : N — A defined by f(n) = ? V. neNis
n

bijective (ie) one-one & onto

1 1
135.(c) S, = log;. Take any given K < (. Then S, <K if 10g;< K (ie)if —logn < K

(ie)if logn > —K (ie)if 5 > ¢ X . If wetake m € N suchthat ;5 > % then §, <K for all

n>m . Hence §, —> —00 as n — 0.

143. (a) Let [a,b]= G U H, Such that GUH =¢. Let p e H . Thenclaim G =¢ . Ifnot, Let C=Sup G.
Since G is closed C' e G. Since Gisopen B,(C)c G ie [C,C+¢&)c G . That contra
dicts C=supG. Thus G=¢

(b) Let R = UneN [—n,n] ,0¢€ ﬂ[—n, n] . Therefore, R is the union of connected subsets.

. R is connected.

(c) Say f(M)=GUH, G,H=#¢, G,H open. Then MZf_I(G)Uf_l(H) where f_l(G)

and [ - (H ) are both open and nonempty, contradicts. Connectednees of M

(d) Assme [ is a interval S = [a,b]; S = (a,b]; @ > —0
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S=[a,b); h<o0;S=(a,b), g >—00, hb< 0, [a,b) =U 200 {a,b—%} ,ae ﬂ[a,b—l/n].
Therefore 7 C R is connected.
148. (b) Consider /™' ({0}). Since {0} is closed and f continous, /' ({0}) is closed. Therefore
S =[0,11N /' ({0}) is a closed and bounded subsct of R . Hence S is compact.
sin(1/x)

179. (a), (b)Let S (¥) = T There is no neighbourhood of the point 0, in which f{x) constantly
X

|sinl/ x| sinl/x| 1 (1
keeps the same sign. Now VX € (O,I]We have | Jx |: Ix Sﬁ also Iﬁdx is
0

X

1 1

sinl/x
J. \/; dx is absolutely convergent.

sinl/x
Jx

192.(a) Suppose f is Lipschitz. 3 M 3 |f(x)—f(y)| < M|x—y| for all x,y. Given ¢>(, let 6 = %4

dx

is convergent

convergent . J‘

0 0

For any finite collection {(x,.,x,.' )} of nonoverlapping intervals with Z|xil *Xi| <0 we have
1
Z‘f(xi/ )*f(xi)SM‘Zhi/ *Xi| <&, Thus f is absolutely continuous.
1 1

) —f(x)
(b) Let f be absolutely continuous. Suppose f is Lipschitz. Now / '(x) = lim—=———=-

y—x y —X

So, |f ’(x)| = Elgl <M, forall x.Conversely if 1 is not Lipschitz, then for any M, 3 x

SO —f(x)
y—x

and y > |f(x)—f(y)| > M |x—y|. Then |f’(c)|>M for some c €(x,y) by the Mean value
theorem. Thus for any M,3 ¢ > | f ’(c)| > M so | f '| is unbounded.

193. (a),(b)Suppose 3 points g,b of A4 for which f(a) <0and f(b)> 0. Then by the Intermediate value
theorem J apoint ¢ €(a,b) > f(c)=0. Contrary to the hypothesis on f. Thus either
f(x)>0forall xe 4 or f(x)<O0 forallxe 4.

an+1|:| 2"“2"“n!| |2z |1
| a, | |2"z"(n—|—l)!| _|n—|-l| _|n+1|

By taking the limit we get 0, which is always less than 1. Thus, any z. The radius of convergence is
infinite.
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